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Abstract

Reptiles are ectotherm, meaning that they rely mostly on external sources of heat for their bodies. They are capable of maintaining body temperatures significantly different from those of the environment via behavioural processes. Although heating and cooling models for reptiles have been proposed and implemented, there is no study that directly relates the activity patterns of these animals with quantitative values of solar radiation. The analysis and quantification of species/environment relationships is a key stone in predictive geographical modelling in ecology.

Many variables influence the thermoregulatory behaviour of reptiles. The objective of the study is to model the most important parameters that influence it and to explore which of them can be spatially projected to help explain the spatial use of the habitat. Fieldwork was conducted in the Natural Park of “Torcal de Antequera” in the province of Malaga, which covers an area of 2.008 ha and ranges in altitude between 800 and 1.369m from sea level. A sub-adult specimen of Timon lepidus(Daudin, 1802) was monitored from second to the fourth of October of 2006. Air temperature, PAR, wind speed and Relative Humidity were recorded in situ using a Hobo Weather Station every minute and stored in a data logger. Surface temperature was recorded using a IRISYS 1000 thermal camera pointing at the preferred rock used for basking for the animal. The activity of the animal was recorded by direct observation, classifying its behaviour in three classes: hidden, basking and active. The time in full sun and shadow was also recorded. The area of study was mapped with a series of jpg pictures taken manually which were stitched into one image and georeferenced. Level measurements were taken to create a relief map of the study are which was used as DEM. LAI measurements of the ground vegetation were taken and converted into transmittance values that were assigned to the different features in the study area. Surface temperature was modelled using GLM. Lizard body temperature was modelled using GLM and a biophysical model based on the proposed by Porter et al (1973).

 The Solar radiation over the study area was modelled applying the Solar Analyst extension for Arc View to the surface raster creating a series of surface radiation rasters over which the statistical models of lizard temperature, surface temperature and Lizard activity will be projected. The GLM’ for surface temperature and lizard temperature show a D2 value of 0.9572 and 0.9301 respectively.  GLM for lizard body temperature shows a D2 value of 0.9653 for the morning period and a value of 0.9871 for the afternoon period. The biophysical model explains 89.4% of the variance on the dataset. Sensitivity analysis show a high influence of surface temperature in the prediction for the GLM model while in the Biophysical model solar radiation has the highest influence in the predicted value.
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1. Introduction
1.1. Background
Reptiles are ectotherm, which means they are incapable of regulating their temperature via internal physiological processes. They rely mostly on external sources of energy for heating their bodies. Despite this dependency several authors argue they can still maintain body temperatures significantly different from those of offered by their environment through thermoregulatory behaviour (Cowles & Bogert, 1944; Huey & Slatkin, 1976; Porter et al., 1973). Changing their position within their habitat to those offering favourable thermal conditions (Cowles & Bogert, 1944), postural changes to catch more radiation, minimize/increasing the contact with hot surfaces, through evaporative cooling by panting and gaping (Tattersall et al., 2006), color changes (Tattersall et al.) or by altering their blood flow rate (O'Connor, 1999) they acquire their desired temperature. These strategies help to achieve metabolism efficiency and favour optimal performance of other body functions (Huey & Slatkin, 1976; Van Damme et al., 1991) both varying between taxa (Huey & Bennett, 1987). If their body temperatures are above their tolerance range they will risk thermal injury or death. If it falls below that range they have to remain inactive (Gans, 1982). From the above it is apparent that day life cycles are affected by weather conditions (Avery, 1978) and climate can pose a limiting factor for their abundance and distribution (Melville & Schulte, 2001). Temperature regulation is, then, of great importance to them. Various attempts have been made to model the thermoregulatory dynamics and behaviour of these animals from a physiological perspective (Dzialowski & Connor, 2001; Huey & Slatkin, 1976; O'Connor, 1999; O'Connor et al., 2000; Porter et al., 1973; W. P. Porter et al., 1973). 
Lizard thermoregulation strategy depends on a trade-off between the cost and benefits of this behaviour. The benefits are given by a more efficient metabolism and performance at a certain temperature and the costs are associated to the effort on achieving that optimal range (Gans, 1982; Huey & Slatkin, 1976). The costs depend on the structure of the microenvironment (Huey, 1974) although also other factors as body size (Turner & Tracy, 1985), predation risk or intra and interspecific competence affect it. In the case of territorial species for example, some individuals can be forced into low quality territories (Lee, 1980). These, associated with each thermoregulatory act, would reduce the resultant physiological gains (Huey & Slatkin, 1976). Depending on those costs and benefits animals would chose to thermoregulate more or less accurately (Lee, 1980). Lizards thermoregulate because they need to keep a body temperature that differs from that of the environment so it is related to the difference between this and the animals optimal temperature (Huey & Slatkin, 1976). The structural properties of the microhabitat influence the capabilities of the lizard to thermoregulate efficiently on it. Thermorregulation strategies also vary between taxa. A big part of the sources of warmth for reptiles are only indirectly due to solar radiation, air temperature determines the need of thermoregulation, depending on their habitat they rely more on different sources of heat for their bodies, species who live in open areas can rely more on surface temperature (tigmotermia) while species related to more complex environment (e.g. bushes or grassland) need to rely more on direct radiation from the sun (heliothermia)(Lee, 1980). The abundance of some species in an environment is related to the structure of the habitat (Salvador, 1998). Also, some species which prefer more complex environments in the southern part of their range, switch their preferences to more open areas when approaching the northern latitude limit of their range (of course referring to the northern hemisphere species) or their upper limit in altitude (Salvador, 1998), suggesting an habitat selection based on its thermal properties.

Solar radiation is the source of  nearly all of the energy that reaches the surface of the earth and causes climate (Iqbal, 1983). It is also the source of energy for most life on earth. Thse radiation reaching the surface of the earth can be divided into short and long wave radiation (Kondratyev, 1969; Kumar et al., 1997). The short wave radiation can be absorbed by terrestrial bodies and then re-emitted in the form of long wave radiation. Another division in the type of radiation reaching the surface of the earth is direct, if the rays have not been deviated by any particles on the atmosphere, or diffuse, if it has been scattered by molecules or particles (Kondratyev, 1969).

Mathematical models for calculating solar radiation on terrain surface have been implemented for use on software packages. They take into account the latitude, time of the year, slope and orientation of the terrain and even the shadow effect of surrounding areas and the atmospheric scattering. They assume a cloud free sky, but allowing the incorporation of those parameters (Kumar et al., 1997). 

Although directly related to radiation, other parameters are also relevant for the thermal ecology of reptiles; ground temperature for example is an important source of heat for many species of reptiles (Huey et al., 1989; Porter et al., 1973; Salvador, 1998; W. P. Porter et al., 1973). Although related to insulation it also depends on the land cover (as vegetation), air temperature, soil composition, albedo and moisture (Kang et al., 2000). Air temperature itself is obviously another important parameter that influences the thermal status of ectotherms. When air temperature falls between the ranges of preferred temperatures of the animal, the need for behavioural thermoregulation is usually minimum. Wind speed also has to be taken into account as it increases the rates of heath exchange between the animal and the air (Huey & Slatkin, 1976; O'Connor, 1999; Porter et al., 1973; W. P. Porter et al., 1973).
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Figure 1 Timon lepidus basking on a rock at Torcal de Antequera.




Timon lepidus (Daudin, 1802) (Figure 1) is the biggest lizard species in Europe with a snout-vent length up to 240 mm. It has a robust shape and, usually a bright conspicuous coloration although it depends on the population. Its distribution ranges from north-west Italy (Liguria), the mediterranean area of south France and most of the Iberian Peninsula. In Mainland Spain is only absent in the most humid areas of the Atlantic coast and high alpine areas. It is a characteristic species of the western Mediterranean climate (Salvador, 1998). Within the Mediterranean climate it is considered as an eclectic species occupying a wide range of habitats. It prefers areas with low to moderate vegetation cover easily observed in gaps on the Mediterranean forest. The Mediterranean dehesa (an agro-pastural forested landscape) is especially appreciated by this species being able to exist in high densities in this kind of environment (J. A. Dıaz et al., 2006). Their diet is based on insects, although it is complemented with wild berries, dead meat and small vertebrated animals. It searches actively for its prey, selecting it by its size and taxonomical category. It is an oviparous species laying between 7 and 25 eggs depending on the weight of the female. They usually lay one clutch per year, at the beginning of June (depending on the latitude), although two clutches per year have been reported for some populations. Four subspecies have been described in the Iberian Penninsula varying in size, coloration and dentition, these are T.l.lepidus, T.l.ibericus, T.l.nevadensis and T.l.oteroi (Mateo, 2006).
1.2. Research Problem and Justification
Although physiological adjustments also play a role, lizards need to thermoregulate mainly by behavioural processes (Bauwens et al., 1996). This, therefore, influences greatly the spatial and temporal use of the habitat by this species (Avery, 1978). This issue has seldom been addressed from a spatial perspective (Kearney & Porter, 2006). 

Although there is an extensive literature on reptile thermoregulation ((Arnold et al., 1995; Autumn & nardo, 1995; Avery, 1978; Bauwens et al., 1996; Bennett, 2004; Cowgell & Underwood, 1979; Cowles & Bogert, 1944; De Long et al., 1986; Downes & Shine, 1998; Dzialowski et al., 1999; Fitzgerald et al., 2003; Hertz et al., 1993; Huey, 1974; Huey & Bennett, 1987; Huey et al., 1989; Huey & Slatkin, 1976; Lee, 1980; Luiselli & Akani, 2002) and others) and heating and cooling models for reptiles have been proposed and implemented (Dzialowski & Connor, 2001; Florides et al., 1999; O'Connor, 1999; O'Connor et al., 2000) there are few studies that relate directly the activity patterns of these animals with quantitative values of solar radiation. 

The analysis and quantification of species/environment relationships is a key stone in predictive geographical modelling in ecology (Guisan & Zimmermann, 2000). Figure 2 summarises a conceptual framework for suitability mapping in GIS. Correlative approaches are the most common way to establish the relations between organisms and the environment, and a number of statistical modelling techniques have been developed for this purposes (Heikkinen et al., 2006). Statistical models nevertheless make inference of causation difficult. This approach makes also difficult to extrapolate those analyses to novel situations (eg. climate change). Ideally those extrapolations should be based on a mechanistic understanding of the undergoing process. A mechanistic, rather than a descriptive understanding of the process should have an optimal predictive power (Kearney & Porter, 2006).
Organisms respond to environmental conditions at a range of spatial scales and population dynamics events occur on different spatial and temporal scales. When considering cause-effect species environment relationships, the process involved must be analyzed at an adequate scale. On the other hand, the observation scheme can introduce certain stochasticity, so, to overcome it, the results may need to be averaged in a coarser scale in time and space (Corsi et al., 2000). The distribution of a species is the result of many ecological events. Those ecological events can not be described at a single specific scale (Corsi, 2004) as they are the result of complex interactions at different spatial and temporal levels.
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Figure 2 Scheme of GIS based suitability mapping from (de Leeuw et al., 2002)
Many lizard species are considered dependent or related to a certain type of habitat; it is also known that their habitat structure preferences can change in function of the latitude and altitude within their distribution range. The sand lizard Lacerta agilis, for example is related to open dry sandy areas in north and central Europe while in the Pyrenees is found in bushy areas in forest edges and in higher altitudes in alpine meadows. Podarcis hispanica can occupy more bushy areas in the southern part of its distribution range (Salvador, 1998) while in the rest is very related to rock outcrops (Salvador, 1998). Preferred body temperatures and thermal ecology differs in closely related taxons (M.A. Carretero, personal communication) and influences and helps to explain the habitat partitioning and interespecific relations between sympatric species (Avery, 1978) which is an important constraint in the distribution, abundance and evolution of this species (Case & Bolger, 1991).

Understanding the thermal requirements and the contributions of the different variables that contribute to the thermoregulation of a lizard could help to delimit its potential distribution and/or abundance across the interaction of habitats and climates. Being able to relate a biophysical model to mapable variables will contribute to species distribution modelling and would also help to extrapolate with more confidence to novel circumstances such as climate change and species introductions (Kearney & Porter, 2006).
The heat balance of a terrestrial ectotherm can be expressed as a function of incoming energy from different sources (direct, scattered and reflected solar radiation, sky and ground thermal radiation, metabolic heat and air temperature) and losses from conduction, convection (which can be also sources) and evaporative cooling. This balance can also be influenced by other biophysical parameters as are wind speed (at ground level) and or environmental humidity (Porter et al., 1973)(Figure 3). 
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Figure 3 Scheme of components of energy flows in the environment of the lizard as Porter et al. 1973.
Some of these parameters are also a function of several other measurable variables. Soil temperature, for example, is related to the topography (slope, aspect), albedo, global radiance, soil moisture and vegetation type (which indirectly relates to other canopy structural parameters such as Leaf Area Index or fAPAR) (Kang et al., 2000). The energy fluxes on the habitat have been successfully measured using quantitative models like Soil Vegetation Atmosphere Transfer models (e. g. (Jogireddy et al., 2006; Olioso et al., 2002)). In this case, in contrast to SVATs, as the energy flux is not the objective but the state of the system, a more inductive approach is considered more appropriate by mean of making statistical relations between the measurable variables an the state of the system and biophysical model of lizard body temperature based on the one proposed by Porter et al. (1973).
Many variables influence the thermoregulatory behaviour of reptiles. The objective of the study is to model the most important parameters that influence it. For that purpose, an individual of T.lepidus will be monitored, measuring he parameters that can influence the day activity patterns of the species and find a model which can explain that activity.

1.3. Research Objectives
· To relate thermoregulatory behaviour of reptiles to solar radiation and temperature models derived from GIS.

· Assess the possibility of describing species physiological needs in terms of mappable variables.
· To explore the capabilities of applying GIS techniques to thermoregulatory activity studies in a micro-scale.

· Describe the influence on thermal properties of the surface and environment that can explain the habitat use and distribution of reptiles.
· To compare a biophysical model with a statistical predictive model of lizard body temperature.
1.4. Research Questions

· Can thermoregulatory behaviour be modelled by spatial techniques?
· Can the differences in thermal properties of the surface be described and used to explain the distribution of herpetological species?
· Which environmental factors influence the body temperature and therefore thermoregulatory behaviour of the species? 
· Are the results of a biophysical model of lizard body temperature comparable to the results of a statistical approach (GLM)?
1.5. Research Hypothesis

Hypothesis 1:
H0: There is no relation between lizard daily activity patterns and physical environmental parameters.

H1: There is a relation between lizard daily activity patterns and physical environmental parameters.

Hypothesis 2:
H0: There is no significant difference between surface thermal properties and its use by lizards.
H1: There is a significant difference between surface thermal properties and its use by lizards. 

Hypothesis 3:
H0: The environmental parameters have similar influence on the lizard body temperature.
H1:  Some environmental parameters have more influence on lizard body temperature than others. 

Hypothesis 4:
H0:  The performance of the biophysical model is poor compared to the statistical model.
H1:  The performance of the biophysical model is better than the statistical model. 

2. Materials and Methods
2.1. Study Area

The fieldwork was conducted in the Natural Park of El Torcal de Antequera, situated in the province of Malaga, belonging to the region of Andalucia.

2.1.1. Andalucia

Andalucia (Figure 4) is the southernmost region of Spain within the Iberian Peninsula and the second biggest of the country with 87,268 km². It is situated between the Mediterranean and the Atlantic Ocean. The relief is composed of three fundamental units: Sierra Morena, which is the natural boundary between Andalucia and the Castilian plateau, The Baetic mountain chains, parallel to the Mediterranean coast and with the highest mountains of the Iberian Peninsula (Mulhacen Peak, in Sierra Nevada) and the Guadalquivir Valley, situated between both mountainous systems and is almost flat and open to the South East to the Golf of Cadiz, in the Atlantic ocean. 

The climate is typically Mediterranean with some exceptions in the highest areas like the Vega De Granada. Precipitation is highly variable depending on the area, ranging from 2.138 mm annually in Sierra de Grazalema to 117 mm in Cabo de Gata, which is the driest place in Europe.

The population of the region was 7,849,799 inhabitants in 2005 being the most populated of Spain. 50% of it is concentrated in cities of 50.000 inhabitants or more. The coastal areas are more densely populated than the interior (Wikipedia.org, 2006). 
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Figure 4 Autonomous Region of Andalucia and Malaga province.
2.1.2. Malaga Province

Malaga (Figure 4) is a province in the south of Andalucia, next to the coast of the Mediterranean Sea. It has a surface of 7,306 km2. Most of its territory falls within the Betic Mountain Chains, split by the Intrabetic Plain. On the West it is found the “Serrania de Ronda” and on the East “Sierra de Almijara”, Tejeda and Alhama. In 2005 it had 1,453,409 inhabitants which makes an overall density of 198 hab./km2. Although the population density is high, it is mainly concentrated along the tourist Mediterranean coast, which is under high demographic pressure. There are a total of 23 protected areas, 5 of them under the figure of Natural Park. Malaga province includes a variety of different climates, from Humid Subtropical Mediterranean climate to desert areas (Cabo de Gata). It ranges in height from sea level to over 2000m which creates a variety of climates and relieves. The target species is abundant along most of the province (Raimundo Real, Universidad de Malaga, personal communication).

2.1.3. Torcal de Antequera

Torcal de Antequera is a protected area under the figure of “Parque Natural” since 1989. Situated at 36º 57´ N; 4º 31´ O, 8 Km South from the town of Antequera. It covers an area of 2.008 ha and ranges in altitude between 800 and 1.369m from sea level. Annual mean precipitation is 550mm and monthly mean temperatures range between 8 and 26 C (Consejeria de medio Ambiente, 2006). 
2.2. Field Data Collection 

A sub-adult specimen of Timon lepidus (Daudin, 1802) was monitored from second to the fourth of October 2006. A list of the variables measured in the field and derived from them can be found in appendix 9.
2.2.1. Environmental Parameters and Lizard Temperature
Air temperature, photosynthetically active radiation (PAR), wind speed and relative humidity were recorded in situ using a Hobo Weather Station every minute and stored in a data logger. Surface temperature and lizard temperature was recorded using an IRISYS 1000 thermal camera pointing at the preferred rock for basking for the animal. Recording was set at two frames per second; this was also used to extract the lizard skin temperature when the animal was in the field of view of the camera (Figure 5). The surface emissivity was set as 0.95 for limestone. Most biological tissues have also an emissivity of 0.95 (Speakman & Ward, 1998). The air temperature can also influence the temperature reading of the camera. The camera was set for an ambient temperature of 20 oC. Screenshots were taken at every period the thermal camera was set to work. This was used to compare the camera readings with the values when the actual air temperature from the weather station at that time. The data for that period was then compensated for that bias. 
The 16 by 16 pixel images were automatically saved as a CSV file. Those images and the weather station readings had to be processed in a spreadsheet and converted into netcdf files to be able to be loaded in Integrated Data Viewer (IDV) (Murray et al., 2003). The median value of the surface temperature and the skin temperature of the animal in combination with the environmental parameters was then extracted. 
The extraction of lizard body temperature was done in two ways. First, all the thermal camera images were reviewed. For the periods in which the skin temperature was unequivocally higher than surface temperature, the maximum temperature readings for each image were automatically extracted. For the periods in which that difference was not clear, the pixels representing the animal skin were selected and extracted.

IDV is able to automatically interpolate values, so that the environmental parameters could be timely matched with the skin and surface readings from the thermal camera and downloaded to a CSV file at an interval of four seconds.
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Figure 5 Thermal Image as shown in IDV display.

The lizard can be seen in warmer colours on the top-left of the image.


PAR radiation is measured in ue (micro Einstein) which is a measure of photon flux. Global radiation had to be estimated from this measurement. 

The energy content of the measured PAR had to be estimated. The Quanta Watt ratio for the PAR region (400-700nm) is 2.77*1018 quanta/W*s (Morel & Smith, 1974) and one Einstein is equal to 6.023*1023photons/s*m2. One ue is equal to 10-6 Einstein. Therefore the conversion rate from ue to watt/m2 in the PAR region is 1/4.6. 

For most cases under clear sky conditions, the relation between PAR and global radiance at temperate latitudes in a daily basis is on average 0.46. This factor was used to estimate the total radiation (RAD) from PAR radiation after the conversion to watt/m2. 

For the statistical models, the radiation was aggregated to produce two new variables, the accumulated radiation for 30 minutes (RAD 30min) and the accumulated radiation for two and a half hours (RAD 2.5 H). This was done by summing the RAD values of the last 30 minutes and two and a half hours respectively.
The biophysical model requires the radiation units in Cal/min*m2. The RAD variable was converted to this unit creating the variable Qsolar.
One extra PAR sensor was set pointing to the rock on a flat area at approximately 10cm from the surface so the reflectance of the rock could be roughly estimated by comparison of the values of both sensors (par sensor pointing towards the ground/par sensor pointing towards the sky) 1,252 couples of readings were used giving a mean value of 0.289 (variance= 0.0020). The solar absortivity of soil surface (αso) was estimated as 1-0.289.
2.2.2. Lizard Activity
The activity of the animal was recorded by direct observation, classified into three classes: hidden, basking and active. The animal was considered hidden only when the observer was sure that the animal was in its burrow. It was recorded as basking when it was still on the sun but not moving actively, although the animal could move to another posture or a more favourable area. The animal was considered active when it started to move foraging around the area. The time in full sun and shadow was also recorded as 1 (full sun) or 0 (in shadow). Specific observed temperature-related postures and behaviours were also recorded.
2.2.3. Area Mapping
Since the study area was very small, it had to be mapped at a higher resolution than  the one of available aerial photos. A series of 156 vertical photographs at 2m height were taken manually by a digital camera (Nikon D50) with a 300 mm focal length. Then a mosaic was constructed with by Adobe Photoshop 7.0. The resulting image was georeferenced in ERDAS IMAGINE® (Leica Geosistems) using an absolute tie point using a GPS and relative tie points measuring the distance and angle from the absolute point with a measuring tape and a field compass (Figure 6). After the georeferenced the image composite was imported into GIS software (ArcGis 9.0), the different cover types were digitised (Rock, dried grass and green bushes). The height of the vegetation was not measured because current GIS models of solar radiation do not allow to project the shadow of translucent objects. The highest vegetation structure in the study area was about 1.5m high and there was no higher vegetation structure whose shadow reached the study area during the fieldwork period. The height of the vegetation, nevertheless can have an important effect in other sites and should be accounted for.
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Figure 6. Image mosaic of study area.
2.2.4. Relief

35 measurements were taken using a level on the study area, measuring the height of the rocks on the study area above the ground. As all the measurements were taken with the same viewer positions the level measurements also indicate the relative height of the ground (absolute height over sea level was taken from a topographic map). The level measurements were used to create a surface relief at 3cm resolution by ordinary krigging using gstat package (Pebesma, 2006) in R 2.4.0. (Bates et al., 2006) (Variogram = Gaussian, Nugget = 0.002, Sill = 0.035 and Range = 6) (Figure 7). The result was then imported in ArcGis 9.0 and converted to Raster format. The heights of the rocks were assigned as an attribute of the polygon in the shapefile, that attribute was rasterised and added to the surface raster.
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Figure 7 Fitted variogram (A) and Krigged surface of the relief of the study area (B).

2.2.5. Transmittance
LAI-2000 estimates the Leaf area index from the attenuation of diffuse sky radiation (Helmlinger et al., 2000). To do that, it compares measurements of diffuse radiation above with below the canopy. The readings are stored in a text file (*.txt) and observations marked as A (above canopy) and B (below canopy). Transmittance was calculated dividing the average of the B observations by the average of the A observations for each point.
LAI-2000 detector is sensitive to wavelengths between 360 and 460nm. That range is chosen because transmittance and reflectance of green vegetation is minimal at those wavelengths due to high absorbance by chlorophyll. In the present study it was assumed that that the measurements were representative of the whole spectrum. That can cause an underestimation of the real transmittance through the canopy. On the other hand, the majority of the cover of the study area was dried plants, with higher reflectance and absence of chlorophyll pigmentation so that bias may be reduced.
All measurements were taken in late afternoon of the last day of fieldwork (fourth of October 2006 to minimise the influence of direct solar radiation. The readings were taken in coordination with the vertical photos to map the study area. The correlation between the photographs and the LAI measurements were used to locate the points in the GIS program. The values of transmittance did not show any clear spatial dependence, therefore instead of ordinary krigging the values were interpolated using Inverse Weighted Distance technique, implemented in ArcView GIS 9.0 (Power: 2, Search Radius: 15cm).
2.3. Solar Radiation Model
Shortwave solar radiation over a terrain is a function of the elevation, surface gradient or slope and aspect or orientation of the surface as well as the latitude and atmosphere conditions. In rugged terrain, the reflected solar radiation and shadowing effects from neighbouring terrain features significantly influences the amount of solar radiation that reaches a specific location (Kumar et al., 1997). 

Solar Analyst extension for ArcView 3.3 was used to calculate radiation on the study area using the Relief raster described in section 2.2.4. The Solar Analyst is a freely available tool for calculating direct and diffuse solar radiation on using a digital elevation model. It uses the same calculation engine as TopoView and produces identical output. Instead of relative values like the model developed by Kumar et al. (1997) it gives absolute measures of solar radiation (WH/m2). The core of the Solar Analyst is the algorithm for rapid insulation calculation developed by (Rich et al., 1994) for analysis of hemispherical photographs. The program calculates a viewshed for each location simulating an upward-looking hemispherical photograph. Then it calculates a sunmap on the same projection as the viewshed. It also specifies suntracks represented by discrete sky sectors defined by the position of the sun at intervals through the day and season. It also takes into account the penumbral effects giving a solar disc radius of 0.00466 radians near the zenith and higher values near the horizon to compensate the apparent increase of disc size due to refraction. Besides the viewshed and the sunmap, a skymap is created to account for the diffuse solar radiation coming from the sky (Fu & Rich, 2000).
A series of radiation rasters were created for every 15 minutes interval of day for the 3rd of October of 2006. The diffused proportion was left as default (0.3) the model left as Simple Transmission Model and the transmissivity at 0.8, which is appropriate for a clear sky condition at 1200m of altitude over sea level (Lowry, 1980). The Zenith and Azimuth divisions were set as 8 each and the hour Interval as 0.25 (=15 min).
Radiation rasters were created in WH/m2 for a 15 minutes interval. They had to be converted to J/m2, which is the unit of the input variables of solar radiation (RAD 30min and RAD 2.5 H) for the generalised linear models of surface temperature and lizard temperature. One WH is equal to 3600 J hence the conversion factor from WH/m2 to J/m2 is 3600. This factor was used to convert the radiation layers. These layers were also summed to represent the RAD 30min and the RAD 2.5 H variables.
The biophysical model requires the solar radiation to be in Cal/min*m2. The convertion factor from WH to Cal is 859.8452. As the layers express the solar radiation for a 15 minutes interval the final conversion factor used is 57.32301 (859.8452/15).

2.4. Estimation of Lizard body parameters

2.4.1. Estimation of Snout Vent Length

Unfortunately, it was not possible to measure the body parameters of the animal directly. This had to be estimated by indirect methods. The snout-vent length (SVL) was visually estimated. A picture of lizard on the rock was compared with the photograph taken on the same rock with a measuring tape as a reference. The estimated SVL is 13 cm.
2.4.2. Estimation of Body Mass by SVL

 (Busack & Visnaw, 1989) provides a linear relation between the SVL and the body mass (r=0.99) of T.lepidus as follows:  
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Equation 1 Linear relation between SVL and cube root of weight (g) for L. lepida
Y=Body weight in grams
X=SVL

As a sub-adult, the specimen is difficult to be sexed visually as secondary sexual characters are not well defined. The average of both equations was taken to represent the animal weight. The result is an estimation of a body weight of 52.369 g.
2.4.3. Estimation of Heat Capacity

(Porter et al., 1973) Estimated the overall heat capacity of a lizard in 0.9 Cal/C*g, which multiplied by the estimated mass of the studied animal gives a heat capacity (C) of 47.132 Cal/C.

2.4.4. Estimation of Lizard Surface Area

The lizard surface area also had to be estimated indirectly. O'Connor (1999) provides a simple geometrical model of the lizard based on a series of cylinders representing the trunk and the limbs. The relation surface/volume was matched with empirical data on lizard measurements by the author. This geometrical model tries to represent the shape of a prototypical lizard. The result of the application of this model to the value of body mass gives a surface area of 0.0128 m2. 
2.4.5. Estimation of Lizard Skin Absorbance

The lizard skin absorbance was estimated by comparing the pixel values of a portion of the skin of the animal in a photograph with the pixels of the rock surface from the same photograph. The reflectance of the same rock was calculated previously in section 2.2.1and resulted in lizard absorbance of 0.8579.
2.5. Temperature and Activity Models
2.5.1. Generalised Linear Models (GLMs)
Generalised Linear Models (Chambers & Hastie, 1992; McCullagh & Nelder, 1989; Nelder & Wedderburn, 1972) were used to built the models surface temperature and lizard temperature. These are an extension of multiple regression models. They are fitted by a maximum likelihood algorithm or a variant unlike ordinary least squares in multiple regression models. This permits to specify the distributional properties of the stochastical components, as well as to transform the scale of the predictor variable to the scale of the response through an appropriate link function (Fox, 1997; Fox, 2002). In GLMs the overall fit of the model is given by the null deviance minus the residual deviance divided by the null deviance or D2 component, which is analogous to the R2 used in the Ordinary Least Squares Models.
2.5.2. K-fold cross validation

According to (Verbyla & Litvaitis, 1989) k-fold cross validation is a technique to validate a statistical model. It is based on the assumption that leaving out a small part of the training dataset will not influence significantly the output of the model. It partitions the dataset into K sub samples then leaves one out and trains the model with the rest of the dataset. The excluded part is then used to validate the model. This process is repeated K times so all the sub samples are used for validation once. The final estimate of the model is the average of all the estimates previously computed. K-fold cross validation is implemented in package “boot” for R (Ripley & Canty, 2006).
2.5.3. Biophysical Model

Lizard temperature was modelled using mappable environmental parameters and lizard body characteristics. This is based in the model proposed by (Porter et al., 1973) for the body temperature of Dipsosaurus dorsalis (Baird and Girard, 1852) with a thermodynamic approach. It requires calculation of the heat fluxes between the lizard and the environment. According to (Porter et al., 1973) the general heat flow between lizard and environment (Qe) is a function of the direct and scattered solar radiation heat flow (Ql,solar), the infrared radiation (radiative heat) heat flow (QL,IR), the convective heat flow (QL,conv) and the conductive heat flow (QL,cond) in the form given by Equation 2. A list of all the symbols used in the following equations can be found in appendix 8.

[image: image13.wmf]cond

L

conv

L

IR

L

solar

L

e

Q

Q

Q

Q

Q

,

,

,

,

+

+

+

=


Equation 2 General heatflow between lizard and environment.
Porter et al (1973) assumes the conductive heat flow as dismissible based on previous observations on the ecology of the species (Norris, 1953). The other components are explained as functions of parameters derived from physical laws and lizard body parameters.

 (QL,solar) is defined by Equation 3
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Equation 3 Solar heatflow to the lizard
Ap,d=Projected lizard area for direct and scattered solar radiation*
Ap,r=Projected lizard area for reflected solar radiation*
αso =Solar absortivity of soil surface

αL=Fraction of the energy absorbed by the lizard
Qsolar=Solar radiation
*Apd and Apr in Equation 2 are assumed to be equal to Asky, which is explained further down in this page.

The net longwave radiation absorbed by the lizard is expressed in Equation 4.
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Equation 4 Longwave radiation heatflow between lizard and environment

Al=Lizard surface area

Fl-s=Shape factor for radiation between lizard and ground

Ts=Soil surface temperature

TL=Lizard temperature

FL-sky=Shape factor for radiation between lizard and sky

Tsky=Sky temperature
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The radiation shape factor between  lizard and sky (FL-sky) was determined for Sceloporus occidentalis (Baird and Girard, 1852) by (Barlett & Gates, 1967) as 0.8 and assumed to be similar by (Porter et al., 1973). That radiation shape factor was determined for an arboreal environment with much less contact with the surface, hence in this study a value of 0.6 was considered more appropriate considering the habits of this species. The shape factor between lizard and the ground (Fl-s) was then considered as 0.4 (1- FL-sky). 
Sky temperature (or equivalent black body sky temperature) is a ficticious temperature that corresponding to the temperature of a black body emitting the same irradiance as the sky (Porter et al., 1973). It was estimated using atmospheric emissivity (εa) and air temperature (Ta) in Equation 5 derived from Stephan Boltzman law (see appendix 10):
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Equation 5 Sky temperature
εa=Atmospheric emissivity
Ta=Air temperature
Atmospheric emissivity was calculated using Equation 6 taken from (Jacobs et al., 2004).
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Equation 6 Atmospheric emissivity
Ta=Air temperature 

ea=Vapour pressure (mb)
Vapor pressure (mb) was calculated with Equation 7 taken from (Schlatter & Baker, 1991)
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Equation 7 Vapor pressure

Where:

Tc=Air temperature (C)

In further equations the parameters “projected area of the lizard to the ground” (ALg) and “projected area of the lizard to the sky” (Asky) are used. Those are the result of multiplying the radiation shape factor between lizard and sky or ground respectively times the lizard surface area (Al).
The convection heat transfer is given in Equation 8.
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Equation 8 Convective heatflow between lizard and environment

hL=Lizard convection heat transfer coefficient (0.15 Cal/min*cm2*C  for a wind speed of 0.5m/s)
Al=Lizard surface area

Ta=Air temperature 
Tsk=Lizard temperature

The convection heat transfer coefficient (hL) is used to calculate the heat transfer by convection between a solid and a fluid. It depends on the nature of the solid and the viscosity and flow speed of the fluid. Porter et al. (1973) estimated these parameters in a wind tunnel for two positions of the animal, parallel and perpendicular to the wind direction. In the present model the estimation for a perpendicular position was used.

The author assumes the contribution of conduction heat transfer negligible and, therefore does not give a formula for that. Nevertheless he gives a formula for the conductive heat transfer between the core layer and the centre of the skin whose terms can be replaced to represent the conductive heat transfer between the ground and the lizard. Once the terms have been replaced the function comes in the form of Equation 9.
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Equation 9 Conductive heatflow between lizard and environment

Ksk=Thermal conductivity of the skin
ALg=Projected area of the lizard to the ground

Ts=Soil surface temperature
TL=Lizard temperature

δ=Skin thickness

The thermal energy balance equation for the heat input to the lizard becomes as Equation 10.
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Equation 10 Thermal energy balance between lizard and environment

The environmental resistance to the heat transfer also have to be taken into account, Porter et al. (1973) represents it in Equation 11. 
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Equation 11 Environmental resistance

hL=Lizard convection heat transfer coefficient

AL=Lizard surface area

Ta=Air temperature

TL=Lizard temperature

FL-s=Shape factor for radiation between lizard and ground

FL-sky=Shape factor for radiation between lizard and sky

σ = Stefan Boltzmann constant

The author assumes to be negligible the contribution of surface for the environmental resistance calculation, to overcome that, in this case, the equation was transformed to include the heat transfer between the lizard and the ground. The final equation becomes then as Equation 12.
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Equation 12 Environment resistance including the portion between lizard and ground

Asky=Lizard surface area facing the air environment
ALg =Projected area of the lizard to the ground
Ts=Soil surface temperature

Therefore, the rate of exchange of heat between the animal and the environment can be expressed in Equation 13.
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Equation 13 Heat exchange rate between lizard and environment
TP-1=Lizard temperature at time -1
TL=Lizard temperature
Re=Environmental resistance

C=Lizard body capacitance

The final predictor equation for the lizard temperature at intervals of 1 minute can be written in the form of Equation 14. Figure 8 shows how the equations are related to each other to produce this final predictive equation.
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Equation 14 Lizard body temperature

TP = Predicted lizard temperature

TP-1=Lizard temperture at time -1

Tza=Air temperature

Qe = General heatflow to the lizard

Re = Environmental resistance
C = Lizard body cappacitance
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Figure 8 Relation between equations described in the text.

2.5.4. Sensitivity  Analysis
Sensitivity analysis aims to quantify the relative importance of the input variables when determining the value of the response (Archer et al., 1997). This type of analysis shows how the variation in the output of any kind of mathematical model is influenced by variations on the input variables (Archer et al., 1997). It also provides information to decide which of the model assumptions are critical for the result. In this case the sensitivity analysis was performed using the Senslt add in for Microsoft Excell (Smith & Middleton, 2006). This plugin requires specifying the model function and the range of variation of the predictor variables. Since the input variables have different units and ranges, to make the results comparable, the range of variation chosen for the variables was the mean ± twice the standard deviation of the variable. The measure for the sensitivity analysis is given by the percent swing which indicates how the difference between the expected value and the certain equivalent is affected by the uncertainty of a specific input variable.

2.6. Lizard Temperature and Time Mapping
Figure 9 shows the general procedure to create the temperature and time maps.The surface temperature GLM was applied to the radiation maps, in order to create 41 surface temperature maps on the study area at intervals of 15 min for the third of October, 2006. The Biophysical model of lizard temperature was then applied to the surface temperature maps and the environmental values, which were assumed constant along the study area. The same number of lizard temperature maps was created. 
The lizard temperature maps were integrated to produce a third type of map representing for how long the animal would be able to reach a certain temperature during that day. Two thresholds were used, the minimum and the optimal body temperature recorded for the activity of the species. This was done by resampling the temperature maps giving a value equivalent to the time step to the values above the thresholds and a value of 0 to the rest. The resulting layers were then summed.
Spearman correlation test was applied between the time maps and the transmittance map.
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Figure 9 Flowchart of procedure for lizard temperature and time maps
3. Results

3.1. Environmental Parameters
The environmental parameters used in the study show different degrees of correlation. The variable that shows the highest degree of correlation with the lizard temperature is the accumulated radiation during 2.5 hours (Table 1).
  Table 1 Correlation matrix between variables.

	CORRELATION MATRIX
	Ta     
	TP      
	Ts
	RAD
	RAD 30min
	RAD 2.5H
	RH       

	Ta   
	1
	0.6405561
	0.88024049
	-0.0453729
	0.2131016
	0.6615924
	-0.7036941

	TP   
	0.64055609
	1
	0.71780693
	0.5499013
	0.6925964
	0.769199
	-0.4195883

	Ts
	0.88024049
	0.7178069
	1
	0.01084097
	0.2229567
	0.6941717
	-0.7562203

	RAD        
	-0.0453729
	0.5499013
	0.01084097
	1
	0.7709523
	0.3608871
	0.3530769

	RAD 30min      
	0.21310163
	0.6925964
	0.22295672
	0.77095227
	1
	0.6533792
	0.1906571

	RAD 2.5 H     
	0.66159243
	0.769199
	0.69417168
	0.36088708
	0.6533792
	1
	-0.428955

	RH         
	-0.7036941
	-0.4195883
	-0.7562203
	0.3530769
	0.1906571
	-0.428955
	1


Ta=Air temperature, TP=Lizard temperature,  Ts=Surface temperature, RAD=Solar radiation. RAD 30min=Radiation 30 minutes, RAD 2.5H= Radiation 2.5 hours
The environmental variables show distributions which are far from normality. The transformation of any of them did not improve this condition so they were used directly as inputs for the models. (See Appendix 1 for histograms of variables and profiles of environmental variables)
3.2. Surface Temperature Model

The purpose of this model was to create surface temperature maps of the study area in which the lizard temperature model could be applied. Air temperature (Ta), accumulated radiation during 2.5 hours (RAD 2.5H) and relative humidity (RH) gave the best fit model for the surface temperature. The model explained nearly 96 percent of the variance (d2=0.9572) and all the coefficients were significant at the 99% confidence interval (P<2e-16). The result of the 60-fold cross validation showed a mean deviance of 1.584 oC. Residuals ranged from -3.7 to 3.17 (Table 2). (See Appendix 2 for residual distribution of the model and predictive equation)
Table 2 Residuals of surface temperature model.
	Residuals GLM Surface Temperature

	Minimum
	1st Quartile
	Median
	Mean
	3rd Quartile
	Maximum

	-3.698937
	-0.969859
	-0.003432
	-3.711e-13
	0.969158
	3.167853


3.3. Generalised Linear Model of Lizard Temperature Model

The strategy of the animal and its thermal dynamic can be different if the animal is trying to warm up or minimize its heat losses. It is known that reptiles can cool down slower than they warm up (O'Connor, 1999). Initially, an experimental model was developed with the whole dataset which resulted in air temperature (Ta), accumulated radiation for 30 minutes (RAD 30min) and surface temperature (Ts) as significant predictors. The data was then partitioned in two periods, morning and afternoon periods, and modelled independently using the above predictor variables. The duration from 00:00 to 13:30 hours regards the morning period, and the duration from 13:30 to 23:59 regards the afternoon period. (see equations in Appendix 3, equations 14 and 15)
The morning period model explained 96% of the deviance (d2=0.9653). All coefficient were highly significant (Pr<2e-16). The AIC, nevertheless is quite high (11584) and the residuals range from -6.110 to 3.972 (Table 3). 60-Fold cross validation gave a mean error of 1.721. (See Appendix 3, Figure 26 for residual distributions of GLM)
Table 3 Residuals GLM of lizard temperature, morning period.
	Minimum
	1st Quartile
	Median
	Mean
	2nd Quartile
	Maximum

	-6.1090
	-0.7304
	0.04141
	-1.374e-12
	0.7713
	3.9720


The afternoon period model explained 98% of the deviance on the data (d2=0.9871). All coefficients were very highly significant (Pr<2e-16). The Akaike Information Criterion is 872.29. Model residuals range from -1.25085 to 1.33666 (Table 4). 60-Fold cross validation shows a mean error of 0.1391. Table 5 shows the quartile distribution of the residuals when both periods are combined. Appendix 8 shows a histogram of the residuals of the two periods combined.
Table 4 Residuals GLM of lizard temperature, afternoon period.
	Minimum
	1st Quartile
	Median
	Mean
	2nd Quartile
	Maximum

	-1.2508
	-0.2364
	-0.0209
	-0.0209
	0.2064
	1.3367


	Minimum
	1st Quartile
	Median
	Mean
	2nd Quartile
	Maximum

	-6.1090
	-0.5517
	-0.0233
	-0.0117
	0.5862
	3.9720


 Table 5 Residuals GLM of lizard temperature combined for both periods.

3.3.1. Sensitivity Analysis of Lizard Temperature Modelled by GLM
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Figure 10 Tornado graph for sensitivity of input variables GLM lizard temperature, morning period.

Table 6 Swing percent Input variables of lizard temperature modelled by GLM, morning period.

	Variable
	Radiation 30 min
	Air Temperature
	Surface Temperature

	Swing %
	5.1
	1.2
	93.7


In the morning period the highest sensitivity was given by Surface temperature (Swing =93.7%) followed by the accumulated radiation for during 30 min (Swing=5.1%) (Figure 8, Table 6). The air temperature gave a swing of 1.2%.
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Figure 11 Tornado graph for sensitivity of input variables GLM lizard temperature, afternoon period.
Table 7 Swing percent Input variables GLM lizard temperature, afternoon period.
	Variable
	Radiation 30 min
	Air Temperature
	Surface Temperature

	Swing %
	2.3
	49.2
	48.5


In the afternoon model, Air temperature and surface temperature showed a very similar sensitivity (49.2 and 48.5% of swing) while the accumulated radiation altered the output of the model in a much lower extent (Swing=2.3%) (Figure 11, Table 7).
3.4. Biophysical Lizard Temperature Model
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Figure 12 Result of Biophysical model of body temperature.
Figure 12 shows the plot of measured and predicted temperatures. The first digit of scale in X axis represents the day of month; for instance, 2 means 2nd Oct. The decimal points of scale in X represent the time of day in decimal units, numbers below .5 representing morning and over .5 representing the afternoon. Y axis represents temperature in Kelvin. Grey bars show the periods used for further analysis, named A, B and C.
Table 8 Residual quantiles of biophisical model.
	Min.
	1st Qu.
	Median
	Mean
	3rd Qu.
	Max.

	-5.4755
	-0.2394
	0.4200
	0.8346
	1.5678
	8.3214


	Mean Error

	0.8346

	St. Error

	2.1315

	St. Deviation
	6.4174

	Variance

	41.1834

	R2

	0.8941


	Table 9 Biophysical model coefficients.


The model explains over 89.4% of the variance in lizard temperature (R2=0.8941) and shows a standard error of 2.131 (Figure 10, Table 9), residuals ranging from -5.5 to 8.32 (Table 8). This model predicts the lizard temperature more accurately during the warming period than during the cooling period, when it seems to underestimate the body temperature. This was confirmed significant performing a Kruskal-Wallis non parametric Chi-squared test (p-value < 2.2e-16). To extract the warming and cooling periods, to each lizard temperature record, the value of the previous record was subtracted. Negative values represent cooling periods and vice versa. 
From Figure 12, the prediction of the model looked very poor in periods B and C. The afternoon of the 3rd of October (period B) showed a mean error of 4.5oC, and a standard error of 1.94. The afternoon of the fourth of October (period C) showed a mean error of 2.19oC and standard error of 0.5. In both periods the model heavily underestimated the lizard temperature. As the surface temperature during those periods was much lower than the measured body temperature, an increase of the heat transfer between the animal and the surface can not explain those errors. 
Period B followed a period in which the animal was active, foraging from 13:25 to 15:50 hours. There is evidence that in reptiles, digestion can increase the thermogenesis by metabolism (Tattersall et al., 2004). This metabolic heat production, nevertheless, can not explain the difference observed in temperature of up to 8.3oC. Therefore, different models as explained below were tested to minimize this error. 

The first model (a) was reconstructed by decreasing the surface area of the area by eliminating the area corresponding to the limbs (which simulates a reduction of the blood flow to the appendixes). This resulted in a slight improvement of the model (mean error of 3.6oC standard error of 1.8) compared with the model with the whole surface area. However the improvement was much less than the necessary to compensate the large difference observed between observed and predicted lizard temperature in this period. 

Increasing the proportion of the area directed to the air to 90% of the total lizard surface (model b), simulating a better orientation towards the incoming radiation reduced that observed mean error to 2.7oC (standard error of 1.35) (Figure 13).

Another parameter that can explain the error is the convection heat transfer coefficient (hL). In the present model the estimation for a perpendicular position was used as default. When changing the convection heat transfer coefficient to the equivalent given for a parallel posture (model c) the mean error decreased to 2.15oC and the standard error to 1.23. 
When combining the three possible strategies (model d)the mean error decreased to -0.38oC and the standard error decreased to 0.49, the residuals also become much closer to 0 (Table 10). All differences were significant (P<0.05) when performing a Wilcoxon Rank Sum Test between the residuals of the different models. (See Appendix 5, Table 20)
When these changes were applied to the rest of the data (not including this period) the model parameters did not improve; R2 decreased and the standard deviation increased. Wilcoxon Rank Sum Test showed that the differences in the residuals were significantly different. (See Appendix 5 Tables 21 and 22 for model statistics, residual distribution and Wilcoxon Rank Sum Test values)
Table 10 Residual distribution of the models for afternoon 3/10/06.
	
	Min.
	1st Qu.
	Median
	Mean
	3rd Qu.
	Max.

	Original Model
	-0.9874
	2.9634
	4.8398
	4.5561
	6.3099
	8.3217

	Decreased Area (a)
	-1.144
	1.839
	3.557
	3.595
	5.429
	7.620

	Increased surface proportion (b)
	-1.214
	1.621
	2.709
	2.663
	3.771
	5.718

	hL perpendicular (c)
	-1.273
	1.045
	2.159
	2.151
	3.185
	5.268

	Combination (d)
	-1.9514
	-0.7342
	-0.4081
	-0.3817
	-0.0625
	1.1584


Figure 13 plots the output of the different models with the lizard temperature data for period B, showing how the combination of changes (Model d) improves the quality of the prediction for that period.
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Figure 13 Predicted temperatures for the afternoon period on the 3rd of October. 

During Period C (afternoon of the 4th of October), by simply changing the heat transfer coefficient to parallel to wind direction, the mean and standard error went decreased to -0.2oC and 0.3 respectively and the residuals much closer to 0 (Table 11). Therefore, a change in the orientation of the body towards the wind can explain the bias in the prediction (Figure 14). The difference in the residuals of both models was significant (Wilcoxon rank sum test, W = 45707, p-value = 0.000466). When applying these changes to the rest of the data (not including this period) the performance of the model became significantly worse; R2 decreased and the standard error increased. Wilcoxon Rank Sum Test showed the differences in the residuals to be significant. (See Appendix 6, Tables 23 and 24 for model statistics and Wilcoxon Rank Sum Test values)
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Figure 14 Predicted temperatures for the afternoon period of the 4th of October. 
Table 11 Residual distribution of the models for afternoon 4/10/06.
	
	Min.
	1st Qu.
	Median
	Mean
	3rd Qu.
	Max.

	Original Model
	-0.3022
	1.6473
	2.4019
	2.1754
	2.6971
	4.4445

	HL = 0.2
	-1.14376
	-0.67842
	-0.26291
	-0.28817
	0.04676
	0.68013


In the period A (second of October from 17:12 to 17:26), the lizard was observed with its body flattened on the rock in the position described by (Paulo, 1988) as “Still – adhered” in which the animal tries to maximize the contact area with the surface. This is the only period in which the surface temperature was higher than the air temperature and the lizard temperature. Hence, this is the only period in which the animal could have had a positive conductive heatflow. Although the biophysical model predicted well during that period (Figure 12) it slightly underestimated the animal temperature (Table 12). 
This period was extracted and examined. First the conductivity of the skin was increased (from 0.3 to 0.9) (model a’), then the skin thickness was reduced (from 1mm to 0.1mm) (model b’) and finally both possible strategies were combined (model c’). When the surface proportion in touch to the ground was increased, the model did not change significantly but when the skin thickness was reduced, the model did improve significantly (Table 13). When both strategies were combined, the result for that period improved significantly in relation to the original model as well as the model with reduced skin thickness only (Table 13). When those changes were applied to the rest of the dataset (excluding this period), R2 showed a slight increase over the original model (from 0.8924 to 0.8930) and the standard error decreased from 2.1844 to 2.1750. The residuals, nevertheless do not show a significant difference (Wilcoxon Rank Sum Test W=9475223, P value=0.3798). (See Appendix 7, tables 25 and 26 for model statistics, residual distribution and Wilcoxon Rank Sum Test values)
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Figure 15 Predicted temperatures for the afternoon period between 17:12 and 17:27.
Table 12 Residual distribution of the models for afternoon 2/10/06.
	
	Min.
	1st Qu.
	Median
	Mean
	3rd Qu.
	Max.

	Original Model
	0.07593
	0.46800
	0.57960
	0.58820
	0.71040
	1.10900

	High conductance
	0.06439
	0.45630
	0.56780
	0.57590
	0.69840
	1.09600

	Thinner skin
	-0.2508
	0.1185
	0.2288
	0.2416
	0.3697
	0.7527

	Combination
	-0.50010
	-0.14120
	-0.03313
	-0.01768
	0.10470
	0.48680


Table 13 Wilcoxon Rank Sum Test for significance between the residuals of models for afternoon2/10/06.
	Wilcoxon Rank Sum Test
	W
	P value

	Original model / increased surface
	32532
	0.5228

	Original model/ high conductance
	29366
	< 2.2e-16

	Original model/ combination
	32532
	< 2.2e-16

	Combination/ high conductance
	27270
	< 2.2e-16


3.4.1. Sensitivity Analysis of Biophysical Model

Sensitivity analysis was carried out to test which variables would influence more heavily the output of the model. As the test requires setting the range of variation for each variable to be tested, and each variable have a different range and variability, to make the analysis comparable, the mean plus or minus twice the standard deviation within the dataset was calculated and chosen to be the boundaries for the test. Two tests were carried out, one for the source variables (Figure 14) and another for the derived variables which are the immediate source of the model (Figure 15) Air temperature was included also with the derived variables as it is also used as a direct input for the model. From the source variables (Table 14) the Solar Radiation showed the highest sensitivity (Swing percent = 57.2), air temperature has a slightly less sensitivity (Swing percent = 42.79) while the surface temperature has a very low sensitivity (Swing percent < 0.0001)
Table 14 Swing Percent of Source variables.
	Variable
	Radiation
	Air Temperature
	Surface Temperature

	Swing %
	57.2
	42.7
	9.29E-19%
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Figure 16 Tornado Graph for sensitivity of source variables.
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Figure 17 Tornado graph for sensitivity of derived variables.
Table 15 Swing Percent of derived variables.
	Variable
	Qsolar
	Air Temp.
	Qir
	Qcond
	Qconv
	Re

	Swing %
	58.8
	41.2
	0.0009
	0.0002
	0.00008
	2E-17


From the derived variables (Table 15), the solar heatflow (Qsolar) shows the highest sensitivity (Swing percent=58.8) followed by air temperature (41.2), the rest of the parameters (Qir, Qcond, Qconv and Re) seem to influence very little the prediction of the model with a Swing percent of less than 0.001.

The model was also run for all the period in which the Hobo Station recorded (From 30th of September to 4th of October) (Figure 16). To simulate the surface temperature, the GLM for surface temperature was also applied. The following graphs show the range of times in which the animal could reach the minimum temperature known for an active lizard of this species (21.2oC) and the optimal temperature (30.4oC) according to (Busack & Visnaw, 1989). The predicted temperatures range from 9.06oC to 41.04oC (Table 16). According to the model the animal could have reached the minimum required temperature during 8 hours and 34 min per day and the optimal temperature during 5 hours and 45 minutes per day during that period (Table 17). From the observations, the animal came out of the burrow in the morning before the model simulation predicted its minimum temperature and also hided again before the final time for minimum temperature was predicted.
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Figure 18 Five day simulation of lizard temperature using HOBO weather station data.

Table 16Quartiles of predicted temperatures in the 5 days simulation (oC).
	min
	1 quantile
	median
	mean
	2 quantile
	Max

	9.062903971
	16.8131238
	20.7041696
	23.7814459
	32.1179725
	41.0382099


Table 17: Number of hours for minimum and optimum body temperature.

	
	30/09/06
	1/10/06
	2/10/06
	3/10/06
	4/10/06

	Times for treeshold temperatures
	Minimum Activity
	Start
	07:17
	06:53
	07:57
	8:34
	9:50

	
	
	End
	15:40
	18:11
	18:29
	16:41
	15:50

	
	Optimum
	Start
	08:53
	08:48
	09:46
	09.08
	12:00

	
	
	End
	16:07
	16:19
	16:54
	15:39
	13:28

	Hours per day
	Minimum
	Hours
	09:32
	10:37
	10
	8
	04:33

	
	Optimum
	Hours
	06:54
	07:26
	07:03
	06:15
	01:15

	Appearance and Retriaving times
	Appearance
	Unknown
	Unknown
	Unknown
	07:49
	08:57

	
	Retrieving
	Unknown
	Unknown
	17:26
	16:34
	14:48*


Start and end times of potential minimum activity temperatures and optimum body temperatures according to the 5 days simulation and time of first appearance and return to the burrow. 

*Scared by the level measurements.
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Figure 19 Scatterplot of residuals of GLM and biophysical model.


The residuals the biophysical model tended to underestimate more the lizard temperature (Figure 17) while both models seem to overestimate the temperature on the same range. Wilcoxon rank sum test was performed to compare the residuals of the both models, the residuals of the GLM have a significantly lower error (W = 7476431, p-value < 2.2e-16). (See Appendix 4 for histograms of the residuals of both models)
3.5. Available Temperature Maps
The biophysical model for body temperature was applied to the radiation maps for the third of October; environmental variables such as air temperature and relative humidity were assumed constant along the study area. Figure 18 shows the resulting lizard temperatures for the third of October at 11:45 hours which is the time when the animal started its activity. It is two hours after the first period in which the optimum temperature could be achieved in the study area simulation (09:45). The map shows how at that time there are still some areas in which the individual would cool down below its activity limits and only in the exposed rocks an optimal temperature can be achieved.  Figure 19 and Figure 20 represent the time in minutes in which the animal would be able to reach the minimum temperature along the day and the time for optimum temperature respectively. The second shows how optimum temperature can almost only be achieved in areas with absence of vegetation. Spearman correlation test was applied to compare the available time for minimum and optimum temperature and the transmittance values of the landcovers showing Spearman correlation coefficient (rho) of 0.708 for the minimum temperature and 0.699 for the optimum temperature. 
		Min Temp.
	Max. Temp.

	5 days simulation

	16.46

	39.36

	GIS simulation

	14.47

	37.76


	Table 18: maximum and minimum body temperatures predicted in the 5 days simulation and in the GIS simulation on the third of October.


 The five days simulation (Figure 16) predicts body temperature to reach the optimum for the first time at 09:08:00 while the GIS plot predicts it for the first time at 09:45, the last time in which the optimum temperature can be maintained in the five days simulation is 15:39:00 while in the GIS simulation it is at 15:45. The first time for minimum activity temperature is 8:34 in the five days simulation and 8:00 in the GIS maps while the last timing is 16:41 for the simulation and in the GIS maps there is still the possibility of retaining a minimum temperature at 17:30 (the latest map of the day). The maximum temperature predicted by the 5 days simulation is 39.36 oC and in the GIS simulation is 37.76 oC (Table 18). The minimum temperature in the 5 days simulation is 16.46 oC (for the period between 06:45 and 17:30) while in the GIS simulation it is 14.47oC. This difference is due that for that time the Solar Analyst simulated a radiation value of 0 and therefore the predicted temperature for the animal would be equivalent to air temperature, while the PAR sensor at that time gave a certain amount of radiation and, therefore a slightly higher value on the prediction. Solar Analyst calculates radiation in Watts Hour (WH) and the output raster values are integer, which produces a lack of accuracy when time periods are short (as this is the case). Radiation value recorded for 06:45 of the 3rd of October is 0.8049 WH, being below 1 WH if Solar analyst does not round up the value would predict a 0 value, as is the case in the GIS simulation. If the Solar Analyst does not round up the values, it will cause a continuous underestimation which is increased when the chosen time period is short.
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Figure 20 Available temperatures for 3rd of October at 11:45 hours, at the time the animal became active.
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Figure 21 Available time for minimum active temperature during 3rd of October.
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Figure 22 Available time for optimum body temperature during 3rd of October.
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Figure 23 Comparison between the 5 days simmulation and GIS model for the third of October. 

Point A represents the model values in the location where the thermal camera was positioned. Point B the values on the north side of the same rock. Blue circles represent the corresponding skin temperature readings.
.

	Min

	-3.321


	1st Qu.

	1.083


	Median

	2.66


	Mean

	2.385


	3rd Qu

	3.427


	Max.

	10.48



	Table 19 Difference on the prediction of the 5 days simulation and the GIS simulation.




The temperature values of the GIS simulation on top of the rock (Figure 21, Point A) are consistently lower than the values on the 5 days simulation with radiation values from the HOBO weather station with a mean difference of  2.385oC, but the difference can reach even 10oC (Table 19). Wilcoxon Rank Sum test, nevertheless, does not prove the differences between the two simulations to be significant (W= 754, P-value= 0.0747).
4. Discussion
4.1. Performance of the GLMs and the Biophysical Model
Overall, the statistical models for the lizard temperature seemed to predict better within the dataset (d2=0.9653 for the morning and d2=0.9871 for the afternoon model), than the biophysical model. Wilcoxon rank sum test showed that the residuals of the GLM model were significantly lower than the residuals of the biophysical model (p-value < 2.2e-16). It has also the advantage of being much easier to compute as the statistical packages fit the model automatically. The average prediction error is quite low (1.72oC in the morning and 0.14 in the afternoon period) especially considering the accuracy of the measuring instruments (the air temperature smart sensor has an accuracy of 0.7oC and the thermal camera of 0.5oC). On the other hands the maximum error is quite high especially for the morning period where it goes up to of 6oC of underestimation in the sample and 3.9oC of overestimation. The Akaike Information Criterion (AIC), which is a measure of the fitness of a model compensating for the increasing complexity of it (Akaike, 1974), is higher in the morning period (11,584) than during the afternoon period (872.29), that indicates that the model for the afternoon period may give a better prediction. The distribution of the residuals is also different for both, for the morning period they are less symmetrically distributed. For the afternoon period the residuals show much less clear patterns, also in that sense this part of the model seems to agree better with the response. The sensitivity analysis also shows differences in the contributions of the variables depending on the period showing a high dependency on the surface temperature in the morning while, for the afternoon the dependency on the surface temperature and the air temperature are very similar.

The biophysical model gives a slightly worse overall prediction than the statistical models, showing a mismatch with the data of up to 8.32oC. The Kruskal Wallis test shows that the prediction is significantly worse for the cooling periods than the warming periods, underestimating the lizard temperature at those times. It is known that lizards cool down slower than they warm up (Dzialowski et al., 1999; Turner & Tracy, 1985; Weathers, 1970). This higher error during the cooling period can be due to a physiological adjustment to preserve the body temperature. There is evidence that those animals can change their blood flow to preserve heat and even slow or shut down the flow to the appendixes where the heat loss is faster (O'Connor, 1999). The biophysical model could be improved with a function to compensate for the change in the lizard physiology. The sensitivity analysis shows very different patterns from the ones from the GLMs. Here, Air Temperature and the Solar radiation have high importance while the contribution of the surface temperature to the variation in the output temperature is very small.
The mismatch between the sensitivity of the variables in both model types is due to that the statistical approach is based in the correlation between the variables and surface temperature is more correlated with the Lizard temperature than the other variables used in the model (  Table 1). The biophysical model, on the other hand, is not based on correlations but on estimations of the energy fluxes between the environment and an object representing the animal with certain thermal properties. Good statistical correlations do not imply causation and although the variables used to predict the lizard temperature are, in fact, causal, the contributions of the variables may not be so straightforward. 

The biophysical model have more advantages over the statistical approach, it does not use the dataset for training. The fitting of the model is based on the estimation of the lizard body parameters (as the absorbance of the skin, the skin surface, capacitance etcetera) and the reflectance of the surface. The measurements of the lizard temperature are used only to validate the accuracy of the model. This fact strengthens its validity. It is also more versatile, as the parameters can be adjusted for different body sizes and shapes, skin absorbance etcetera.
4.2. Biophysical Model

The biophysical model was successful on predicting lizard body temperature although at certain periods the error was very high. The explanation for those errors can be found on the postural and physiological flexibility of saurian in terms of their thermoregulatory activities (Dzialowski et al., 1999). 
This model is a one layered model. That means that assumes the body temperature to be homogeneous, it has to be pointed that (Porter et al., 1973) did not find significant differences in temperature between skin and internal body temperature either in stable temperature or while warming or cooling. This assumption is adequate for animals the size of the one of the present study or smaller, but for larger species a multi layered model which account for the heatflux within the body would be necessary (O'Connor, 1999; Porter et al., 1973; W. P. Porter et al., 1973). For the same reason, those temperature differences can also be a constraint on the use of thermal imagery for monitoring reptile temperature. A more complex model could, nevertheless be able to predict internal body temperature and also skin temperature separately, so the use of thermal images could still be useful for large reptiles as internal body temperature could be derived indirectly from skin temperature readings. Another source of error could have been that the in situ measurements of environmental parameters do not represent the microenvironment around the body of the animal. The measurements of radiation, temperature and humidity were taken at a height of 1.5 m over the ground level during the second of October but for the third and forth they were taken at 20 cm over ground level. It is known that there is an adiabatic gradient on air temperature in the air column from the surface and upwards (de Bruin, 2006), so air temperature at ground point can be several degrees higher than 1 or 2 meters above ground (de Bruin, 2006) and show a different daily pattern. In this case the prediction for the period in which the air temperature was measured at 1.5 m is not significantly worse than the prediction after the weather measurement instruments were lowered down.
Sensitivity analysis shows that radiation and air temperature appears to have much more importance to the lizard body temperature than it is surface temperature, which seems almost dismissible. This could be an artefact of the model. But, the model predicts accurately (mean error 0.58820) on the period for the afternoon of the second of October (see Figure 10) which is the only time for which surface temperature is significantly higher than air temperature and the measurements of lizard temperature are much closer to the air temperature. Therefore it seems than the surface temperature does not have much influence on body temperature. This matches the literature that describes the species as fundamentally heliotherm (Bischoff et al., 1984; Busack & Visnaw, 1989). At that period, nevertheless, the lizard was observed flattened on the rock maximizing the surface in contact with it and the model for that exact period was improved by increasing the skin conductance and reducing the skin thickness (Figure 13, Table 12) so the conductive heatflow was increased. If that behavioural process has been acquired through evolution it must have given a significant advantage to the species. Other lizards from smaller species (Podarcis vaucheri and Psammodromus algirus) were observed basking for short periods in dark surfaces such dried mosses with measured temperatures up to 40oC. Those kinds of micro surfaces may have a big importance for small species. An adult of T.lepidus was also observed basking on that type of surface.
Within the derived variables, solar radiation heat flux and air temperature have a big impact on the resulting prediction. Besides those, only the infrared heatflux have some influence, although very small. (Porter et al., 1973) assumed dismissible the contribution of conductive heat transfer to the temperature of the animal. According to the sensitivity analysis in the present study, the convective heatflux and even the infrared heatflux can be considered dismissible. But, in relation to the conductive heatflow, it has to be pointed that changing the constants which influence it significantly changed the output of the model (Figure 13).

The differences in accuracy of the predictions at different times show how the animal can adjust its behaviour and physiology in different ways to overcome adverse conditions for its temperature regulation. The importance of changing the convection heat transfer coefficient shows how wind speed at ground level, which was not included in the model, can have a big influence in the thermoregulatory activities and body temperatures of the animal. The wind speed is, on average, lower during the two periods in which the model predicted poorly (mean=0.030m/s) than during the rest of the periods (mean= 0.45m/s) but Kruskal-Wallis non parametric chi-squared test did not prove this relation to be significant (p-value = 0.05554). The difference may then better explained by a change on its posture than by decrease of the wind speed itself.
The good relation between the model and the measurements of the skin temperature of the lizard shows that thermal imagery gives a good estimation on the temperature for small to medium sized lizards and can be a good substitute for cloacal temperature measurements, which are widely used ((Avery, 1978; Bauwens et al., 1996; Bennett, 2004; Busack & Visnaw, 1989; Cowgell & Underwood, 1979) and others). It also has the advantage of being able to have a very high temporal resolution without disturbing the animal. On the other hand, it would be necessary a study to compare both types of measurements.
4.3. Available Temperature Maps
Available Operative temperature has been used in studies of thermoregulation and microhabitat (Bakken, 1992; Bauwens et al., 1996; Gvoñdík, 2002; Melville & Schulte, 2001) and represents the body temperature offered by the environment to a non thermoregulatory animal and allows single number representations of a complex thermal environment (Bakken, 1992). These are usually determined by means of the use of hollow metallic models with the size and the proportions of the object to be studied and a thermocouple which reads the temperature in the model cavity (Shine & Kearney, 2001). Biophysical models can be used to make temperature projections which can be used to estimate thermoregulatory limits for lizard activity and help understand how the thermoregulatory demands may limit the habitat use and the time available for other activities (eg. foraging) (O'Connor, 1999). But biological studies on the relation between species and thermal properties of the microhabitat do not use mapping of thermal environment as method for their studies. The GIS simulation performed in the present study shows how a biophysical model can be expressed in a (micro) geographical form. Although the GIS simulation consistently underestimates the body temperature, it can represent the granularity and variability of the thermal environment on the study area.
There are various possible sources of error for the GIS simulation. First, the values of radiation do not come from field measurements but from modelling software, and they are not accounted for the with-in-day atmospheric variation. This could be solved by measurements on the atmospheric conditions (cloud index, transmissivity and diffuse proportion) at high temporal resolution. This information can be obtained from field measurements, readings from near by weather stations or from high temporal resolution satellite imagery (eg. Meteosat second generation) (Dagestad & Olseth, 2005; Hammer et al., 2003). The surface of the study area was assumed to have uniform properties in terms of albedo and specific heat, which has an influence on the accuracy of the surface temperature model. Although surface temperature had a small influence on the predicted lizard temperature, it has to be considered in further studies. A uniform air temperature and relative humidity along the study area was also assumed. Air temperature at ground level can be influenced by the immediate surface temperature and by the vegetation cover (by evapotranspiration) (Tanaka & Hashimoto, 2006). Soil moisture was also assumed dismissible; this may be true for the study area at the period when fieldwork was conducted, as it was done in Mediterranean climate area at the end of the summer period and in a karstic area with high water drainage. Soil moisture may be an important factor in other areas or other periods.
Another source of error is the time step. The present model calculates the increase in body temperature   per minute (dT/1min) and ads it to the previously calculated body temperature, so, depending on the temporal resolution of the data the dT /1min has to be multiplied or divided by a factor (Porter et al., 1973). When the time step is too large the multiplying factor would not represent the value may not represent the real dT for that period and can even create artefacts. When preparing the GIS simulation, as the solar radiation layers were prepared at intervals of 15 minutes (Solar Analyst does not accept shorter periods for analysis) the time step was set to multiply by a factor of 15. This created artefacts such as hot points at the edge of the shadows (see Figure 22) due to that a recent change from shadow to full sun created a rapid increase on temperature which, when multiplied by a big factor gives higher temperatures than areas which have been exposed. On the areas where dT is negative, it can even give predicted temperatures which fall below the air temperature (see Figure 22). This obligated to reduce the time factor to 7 minutes (the maximum time factor in which these artefacts were not observed), which can cause an underestimation on body temperatures. The time resolution of the data is, therefore critical for the reliability of the results.
The accuracy and resolution of the DEM has a big influence on the predicted values of solar radiation in a GIS (Kumar et al., 1997). The relief map of the study area was derived from field measurements and using interpolation techniques. The quality of the surface model is then of great importance for the accuracy of the results. Techniques like airborne or ground based laser scanning (Lefsky et al., 2002) can provide accurate solutions but they are expensive and not always available. The development of other techniques as low cost kite and balloon aerial photography (Becker, 2004; Teng Peng & Jan-Peter, 2006) can provide a cost effective solution for accurate mapping and surface model generation in a small scale. This technology nevertheless is still under development.
The available temperature maps nevertheless, show the importance of open surfaces for the thermoregulation of the species. The abundance of lizards in Mediterranean areas is related to the complexity of the environment, with higher abundances in complex and heterogeneous habitats (Martin & Lopez, 2002). T.lepidus, selects its microhabitat depending on the abundance of rocks, this are used as a refuge but also provide thermoregulatory spots (J. A. Dıaz et al., 2006). There is even evidence that some reptile species consider the thermal properties of the rocks when selecting them as a refugee (Huey et al., 1989). Although T.lepidus is considered an eclectic species that can be found in a wide variety of environments (Salvador, 1998), the presence of these kind of features on the landscape can be a limitating factor on their distribution at a local or regional scale. In the alluvial plains of La Crau (France) the presence of this species depended on the presence of piles of rocks placed by German troops to prevent the landing of allied planes, being absent from the areas were this piles did not exist (Cheylan et al., 1990). The abundance of this species in the “dehesa” environment in central Spain has also been related to the availability of appropriate rocks. The absence of these types of surfaces in the microenvironment does can also affect the amount of time in which the animal can maintain its preferred body temperature and, therefore the efficiency of its metabolism.
[image: image43.png]Predicted Body Temperature 3/10/2006 10:45 (15m time step)

ssz10s 362105 62108 as2108 w2115
e —— \lcters
Legend (C) 00205 1 15 2

Projection:UTM 30N
High : 63.5275 Daturm: WGS 1984

Slipsoc Was 1984
. Low : 4.22551




Figure 24 Predicted body temperature with a time step of 15 min. 
Air temperature at that moment was 16.8 oC.
4.4. Mapping biophysical functions in a GIS environment
Species distribution modelling is based on the quantification of species-environment relationship (Guisan & Zimmermann, 2000). This quantification is usually established by mean of statistical models which fit the input variables with the available data on species presence of absence being therefore, descriptive approaches. Few species have been deeply studied in terms of their dynamic responses to changes on the environment, so descriptive and static modelling is still the only approach to model their distribution (Cramer et al., 2001; Guisan & Zimmermann, 2000). The biophysical model used in the present study proved to be transferable to a different species and could be used to analyse the distribution of herpetological species at a larger scale.
Even though, several challenges arise when considering applying this model on a large scale. The thermal suitability of the habitat can depend on small features in the biotope (J. A. Dıaz et al., 2006), such as the abundance of rocks discussed on the previous section. Being able to map the abundance of this type of features, or the spatial availability of sunny and shaded patches, can be very important for habitat assessment on a medium and small scale.
The temporal resolution required to the utilisation of this kind of models is very high. Usually climatic information on a large scale is offered at aggregated temporal scales (Hijmans et al., 2005; Ninyerola et al., 2006) as monthly or annual averages. On the other hand there are available hypertemporal satellite sensors (such as Meteosat second generation) which allow calculating solar radiation, cloud indexes and surface and air temperatures (Cresswell & Morse, 1999; Dagestad & Olseth, 2005; Hammer et al., 2003). The problem is that those sensors have a very poor spatial resolution so they do not represent the local variability. There are, nevertheless, various statistical and dynamical downscaling techniques which allow (Benestad, 2004; Huth, 2001; Murphy, 1999) to increase the spatial resolution of the data in base of  relations with other variables or to local or regional climate models.
adequate knowledge of the biology and physiology of the target species is also necessary, the thermal requirements of the species studied in this work are not well known, the preferred and minimum and maximum activity body temperatures known and assumed in this study are based in measurements of very few individuals (Busack & Visnaw, 1989), and more recent articles still refer to those measurements (J. A. Dıaz et al., 2006; Martin & Lopez, 2002; Mateo, 2006). There is also no information on the changes on range of preferred body temperatures depending on time of the day, season, age or reproductive stage, and disease associated although those parameters are known to vary in other related species (Carretero, 2006; Carretero et al., 2005; Garrick, 1974; Rismiller & Heldmaier, 1988; Warwick, 1991). Research is still need to be done on those fields for the target species. If the thermal ecology of the target species is well known, then the requirements for key processes (such as reproduction) can be identified and used to predict the habitat suitability for the presence of the species.
5. Conclusions

The biophysical model is able to predict the body temperature of the target animal from environmental variables although the original model from (Porter et al., 1973) was developed for a different species in a different climate. The statistical approach, nevertheless explained more of the variance in body temperature within the dataset.
Some parameters, which are added as constants in the model may need to be implemented as functions (as The Convection heat Transfer Coefficient or the proportion of the skin in contact to the ground) which can improve the model prediction. A deep knowledge of the species anatomy and physiology is necessary.
The solar radiation and the air temperature have much more influence on the animal body temperature than surface temperature, which seems almost dismissible. The influence of surface temperature nevertheless is dependent on lizard body parameters, which can vary in different species and on the animal thermoregulatory strategy for a specific period.
The transmittance of the vegetation has a direct influence on the expected body temperature of the animal, which is directly related to the type of landcover on the area.
Thermal requirements can be mapped in a GIS, but solar radiation needs to be accurately estimated for the changing atmospheric conditions throughout the day. 
Biophysical models of lizard/environment thermal interaction offer promising possibilities for a mechanistical approach to model herpetological species distribution and their response to environmental conditions.
6. Recommendations
The biophysical model needs to be adapted to cope with the dynamical strategies of the animal for thermoregulation in different environmental conditions.

A better development of multi temporal capabilities of GIS softwares would improve and facilitate the development of studies in which time step variations are highly important.
Further studies of the species morphology and physiology need to be carried out to improve the accuracy of biophysical models of its body functions. 
The variability on the species thermal needs from individual to individual as well as related to age, sex or reproductive status needs to be defined for the target species. Define the minimum requirements of key biological processes, as reproduction or diapause, would help to delimit its potential distribution at a large scale.

The radiation modelling software available gives values in an integer format; this causes loss of accuracy that has an influence on the predicted body temperature on the study area. A more accurate solar radiation modelling software would improve the output predictions.
References
Akaike, H. (1974) A New Look at the Statistical Model Identification. IEEE Trans. Automat. Contr., 19, 716-723.

Archer, G.E.B., Satelli, A., & Sobol, I.M. (1997) Sensitivity Measures, Anova-like Techniques And The Use Of Bootstrap. J. Statist. Comput. Simul., 58, 99-120.

Arnold, S.J., Peterson, C.R., & Gladstone, J. (1995) Behavioural variation in natural populations. VII. Maternal body temperature does not affect juvenile thermoregulation in a garter snake. Animal Behaviour, 50, 623-633.

Autumn, K. & nardo, D.F.D. (1995) Behavioral Thermoregulation Increases Growth Rate in a Nocturnal Lizard. Journal of Herpetology, 29, 157-162.

Avery, R.A. (1978) Activity Patterns, Thermoegulation and Food Consumption in Two Sympatric Lizard Species (Podarcis muralis And P. sicula) From Central Italy. Journal of Animal Ecology, 47, 143-158.

Bakken, G.S. (1992) Measurement and Application of Operative and Standard Operative Temperatures in Ecology1 American Zoologist, 32, 194-216.

Barlett, P.N. & Gates, D.M. (1967) The Energy Budget of a Lizard on a Tree Trunk Ecology, 48, 315-322.

Bates, D., Chambers, J., Dalgaard, P., Gentleman, R., Hornik, K., Iacus, S., Ihaka, R., Leisch, F., Lumley, T., Maechler, M., Murdoch, D., Murrell, P., Plummer, M., Ripley, B., Lang, D.T., Tierney, L., & Urbanek, S. (2006) R: A Language and Environment for Statistical Computing. R Foundation for Statistical Computing, Vienna, Austria.

Bauwens, D., Hertz, P.E., & Castilla, A.M. (1996) Thermoregulation in a Lacertid Lizard: The Relative Contributions of Distinct Behavioral Mechanisms. Ecology, 77, 1818-1830.

Becker, J. (2004) High resolution aerial and field mapping of thermal features in Ragged Hills, Yellowstone National Park. Diploma, Freiberg.

Benestad, R.E. (2004) Empirical-Statistical Downscaling in Climate Modeling. Eos, 85, 417-422.

Bennett, A.F. (2004) Thermoregulation in African chameleons. International Congress Series, 1275, 234-241.

Bischoff, W., Cheylan, M., & Böhme, W. (1984). Lacerta lepida Daudin, 1802 - Perleidechs. In Handbuch der Reptilien und Amphibien Europas. (ed B. W.), Vol. Echsen (Sauria) II (Lacertidae II: Lacerta), pp. 181-210. Aula-Verlag, Wiesbaden.

Busack, S.D. & Visnaw, J.A. (1989) Observations on the natural history of Lacerta lepida in Cadiz Province, Spain. Amphibia-Reptilia, 10, 201-213.

Carretero, M.A. (2006) Intraspecific Variation of Preferred Body Temperatures in The NE Form of Podarcis hispanica. In Fifth Symposium on the Lacertids of the Mediterranean Basin (ed C.L.C. CORTI, P. & BIAGGINI M. ), Lipari, Aeolian Islands, Sicily, Italy.

Carretero, M.A., M., R.J., & A., L.G. (2005) Variation in preferred body temperature in an oviparous population of Lacerta (Zootoca) vivipara. Herpetological journal, 15, 51-55.

Case, T.J. & Bolger, D.T. (1991) The role of interspecific competition in the biogeography of island lizards. Trends in Ecology & Evolution, 6, 135-139.

Chambers, J.M. & Hastie, T.J. (1992) Statistical Models in S. Pacific Grove Wadsworth & Brooks, California.

Cheylan, G., Megerle, A., & Resch, J. (1990) La Crau, Steppe vivante. Guide du Naturaliste dans le Désert Provençal Radolfrezz.

Consejeria de medio Ambiente (2006), Vol. 2006. Junta de Andalucia.

Corsi, F. (2004) Applications of existing biodiversity information: capacity to support decision-making. Phd, ITC.

Corsi, F., de Leeuw, J., & Skidmore, A.K. (2000) Modeling species distribution with GIS. In: Research techniques in animal ecology : controversies and consequences / Boitani, L. and Fuller T.K. ed. - 2000. pp. 389-434.

Cowgell, J. & Underwood, H. (1979) Behavioral thermoregulation in lizards: A circadian rhythm. Journal of Experimental Zoology, 210, 189-194.

Cowles, R.B. & Bogert, C.M. (1944) A preliminary study of the thermal requirements of desert reptiles. Bulletin of the American Museum of Natural History, 85, 265-296.

Cramer, W., Alberte Bondeau, F., Ian Woodward, I., Colin Prentice, Richard A. Betts, Victor Brovkin, Peter M. Cox, Veronica Fisher, Jonathan A. Foley, Andrew D. Friend, Chris Kucharik, Mark R. Lomas, Navin Ramankutty, Stephen Sitch, Benjamin Smith, Andrew White, & Young-Molling, C. (2001) Global response of terrestrial ecosystem structure and function to CO2 and climate change: results from six dynamic global vegetation models Global Change Biology, 7, 357-373.

Cresswell, M.P. & Morse, A.P. (1999) Estimating surface air temperatures, from Meteosat land surface temperatures, using an empirical solar zenith angle model. International Journal of Remote Sensing, 20, 1125-1132.

Dagestad, K.-F. & Olseth, A. (2005) An alternative algorithm for calculating the cloud index.

de Bruin, H.A.R. (2006) Lecture Notes Land Atmosphere Interaction, pp. 60, Wageningen.

de Leeuw, J., Ottichilo, W.K., Toxopeus, A.G., & Prins, H.H.T. (2002). Application of remote sensing and geographic information systems in wildife mapping and modelling. In Environmental modelling with GIS and remote sensing (ed A. Skidmore), pp. 121-145. Taylor & Francis, London etc.

De Long, A.J., Greenberg, N., & Keaney, C. (1986) Temporal responses to environmental scale in the lizard Anolis carolinensis (reptila, lacertilia, iguanidae). Behavioural Processes, 13, 339-352.

Downes, S. & Shine, R. (1998) Heat, safety or solitude? Using habitat selection experiments to identify a lizard's priorities. Animal Behaviour, 55, 1387-1396.

Dzialowski, E.M. & Connor, M.P. (2001) Thermal time constant estimation in warming and cooling ectotherms. Journal of Thermal Biology, 26, 231-245.

Dzialowski, E.M., rsquo, & Connor, M.P. (1999) Utility of blood flow to the appendages in physiological control of heat exchange in reptiles. Journal of Thermal Biology, 24, 21-32.

Fitzgerald, M., Shine, R., & Lemckert, F. (2003) A reluctant heliotherm: thermal ecology of the arboreal snake Hoplocephalus stephensii (Elapidae) in dense forest. Journal of Thermal Biology, 28, 515-524.

Florides, G.A., Wrobel, L.C., Kalogirou, S.A., & Tassou, S.A. (1999) A thermal model for reptiles and pelycosaurs. Journal of Thermal Biology, 24, 1-13.

Fox, J. (1997) Applied regression analysis, linear models and related methods Sage Publications., California.

Fox, J. (2002) Nonlinear Regression and Nonlinear Least Squares. online.

Fu, P. & Rich, P.M. (2000). The Solar Analyst 1.0 User Manual. Helios Environmental Modeling Institute, LLC.

Gans, C. (1982). Physiological Ecology. In Biology of the Reptilia, Vol. 12, pp. 535. Academic Press (Harcourt Brace Jovanovich, Publishers), New York.

Garrick, L.D. (1974) Reproductive influences on behavioral thermoregulation in the lizard, Sceloporus cyanogenys. Physiology & Behavior, 12, 85-91.

Guisan, A. & Zimmermann, N.E. (2000) Predictive habitat distribution models in ecology. Ecological Modelling, 135, 147-186.

Gvoñdík, L. (2002) To heat or to save time? Thermoregulation in the lizard Zootoca vivipara (Squamata: Lacertidae) in different thermal environments along an altitudinal gradient. Can. J. Zool., 80, 479-491.

Hammer, A., Heinemann, D., Hoyer, C., Kuhlemann, R., Lorenz, E., Muller, R., & Beyer, H.G. (2003) Solar energy assessment using remote sensing technologies. Remote Sensing of Environment, 86, 423-432.

Heikkinen, R.K., Luoto, M., Araújo, M.B., Virkkala, R., Thuiller, W., & Sykes, M.T. (2006) Methods and uncertainties in bioclimatic envelope modelling under climate change. Progress in Physical Geography, 30, 751-777.

Helmlinger, M., Buermann, W., & Yanick, P. (2000). Documentation of SuaPan Transect Measurements in Botswana, August 2000. Department of Geography Boston University, Boston.

Hertz, P.E., Huey, R.B., & Stevenson, R.D. (1993) Evaluating temperature regulation by field-active ectotherms: the fallacy of the inappropriate question. American Naturalist, 142, 796-818.

Hijmans, R.J., Cameron, S.E., Parra, J.L., Jones, P.G., & Jarvis, A. (2005) Very High Resolution Interpolated Climate Surfaces For Global Land Areas. International Journal of Climatology, 25, 1965–1978.

Huey, R.B. (1974) Behavioral thermoregulation in lizards: importance of associated costs. Science, 184, 1001-1003.

Huey, R.B. & Bennett, A.F. (1987) Phylogenetic Studies of Coadaptation: Preferred Temperatures Versus Optimal Performance Temperatures of Lizards. Evolution, 41, 1098-1 115.

Huey, R.B., Peterson, C.R., Arnold, S.J., & Porter, W.P. (1989) Hot Rocks and Not-So-Hot Rocks: Retreat-Site Selection by Garter Snakes and Its Thermal Consequences. Ecology, 70, 931-944.

Huey, R.B. & Slatkin, M. (1976) Costs and benefits of lizard thermoregulation. The Quaterly Review Of Biology, 51, 363-384.

Huth, R. (2001) Statistical Downscaling of Daily Temperature in Central Europe. Journal of Climate, 15, 1731-1742.

Iqbal, M. (1983) introduction to solar radiation Toronto Academic Press, Toronto.

J. A. Dıaz, C. Monasterio, & Salvador, A. (2006) Abundance, microhabitat selection and conservation of eyed lizards ( Lacerta lepida): a radiotelemetric study. Journal of Zoology, 268, 295–301.

Jacobs, J.M., Anderson, M.C., Fries, L.C., & Diak, G.R. (2004) Solar radiation, longwave radiation and emergent wetland evapotranspiration estimates from satellite data in Florida, USA. Hydrological Sciences–Journal–des Sciences Hydrologiques, 49, 461-476.

Jogireddy, V.R., Cox, P.M., Huntingford, C., Harding, R.J., & Mercado, L. (2006) An improved description of canopy light interception for use in a GCM land-surface scheme: calibration and testing against carbon fluxes at a coniferous forest. Hadley Centre technical note, 63, 1-13.

Kang, S., Kim, S., Oh, S., & Lee, D. (2000) Predicting spatial and temporal patterns of soil temperature based on topography, surface cover and air temperature. Forest Ecology and Management, 136, 173-184.

Kearney, M. & Porter, W.P. (2006) Mapping the Fundamental Niche: Physiology, Climate, and the Distribution of a Nocturnal Lizard. Ecology, 85, 3119–3131.

Kondratyev, K.Y. (1969) Radiation in the atmosphere Academic Press, New York.

Kumar, L., Skidmore, A.K., & Knowles, E. (1997) Modelling topographic variation in solar radiation in a GIS environment. International Journal of Geographical Information Science, 11, 475-497.

Lee, J.C. (1980) Comparative thermal ecology of two lizards. Oecologia, 44, 171-176.

Lefsky, M.A., Cohen, W.B., Parker, G.G., & Harding, D.J. (2002) Lidar Remote Sensing for Ecosystem Studies. BioScience, 52, 19-30.

Lowry, W.P. (1980) Clear-Sky-Direct-Beam Solar Radiation Versus Altitude: A Proposal For Standard Soundings. Journal of Applied Meteorology, 19, 1323-1327.

Luiselli, L. & Akani, G.C. (2002) Is thermoregulation really unimportant for tropical reptiles? Comparative study of four sympatric snake species from Africa. Acta Oecologica, 23, 59-68.

Martin, J. & Lopez, P. (2002) The effect of Mediterranean dehesa management on lizard distribution and conservation. Biological Conservation, 108, 213-219.

Mateo, J.A. (2006) ENCICLOPEDIA VIRTUAL DE LOS VERTEBRADOS ESPAÑOLES (ed L.M. Carrascal, Salvador, A.). Museo Nacional de Ciencias Naturales.

McCullagh, P. & Nelder, J.A. (1989) Generalised Linear Models Chapman and Hall, London.

Melville, J. & Schulte, J.A. (2001) Correlates of active body temperatures and microhabitat occupation in nine species of central Australian agamid lizards. Austral Ecology, 26, 660–669.

Morel, A. & Smith, R.C. (1974) Relation between total quanta and total energy for aquatic photosynthesis. LIimnology and Oceanography, 19, 591-600.

Murphy, J. (1999) An evaluation of statistical and dynamical techniques for downscaling local climate. Journal of Climate, 12, 2256-2284.

Murray, D., McWhirter, J., Wier, S., & Emmerson, S. (2003) The Integrated Data Viewer: a Web-enabled application for scientific analysis and visualization. In Preprints,19th Intl Conf. on IIPS for Meteorology, Oceanography and Hydrology.

Nelder, J.A. & Wedderburn, R.W.M. (1972) Generalized Linear Models. Journal of the Royal Statistical Society. Series A (General), 135, 370-384.

Ninyerola, M., Pons, X., & Roure, J.M. (2006) Digital Climatic Atlas of The Iberian Peninsula. Universitat Autonoma de Barcelona.

Norris, K.S. (1953) The Ecology of the Desert Iguana Diplosaurus Dorsalis. Ecology, 34, 265-287.

O'Connor, M.P. (1999) Physiological and ecological implications of a simple model of heating and cooling in reptiles. Journal of Thermal Biology, 24, 113-136.

O'Connor, M.P., Zimmerman, L.C., Dzialowski, E.M., & Spotila, J.R. (2000) Thick-walled physical models improve estimates of operative temperatures for moderate to large-sized reptiles. Journal of Thermal Biology, 25, 293-304.

Olioso, A., Braud, I., Chanzy, A., Demarty, J., Ducros, Y., Gandu, J.-C., Gonzalez-Sosa, E., Lewan, E., Marloie, O., & Ottle, C. (2002) Monitoring energy and mass transfers during the Alpilles-ReSeDA experiment. Agronomie, 22, 597-610.

Paulo, O. (1988) Estudio eco-etológico da população de Lacerta lepida (Daudin 1802) (Sauria, Lacertidae) da ihla da Berlenga., Universidade de Lisboa, Lisboa.

Pebesma, E.J. (2006) geostatistical modelling, prediction and simulation.

Porter, W.P., Mitchel, J.W., Beckman, W.A., & DeWitt, C.B. (1973) Behavioral Implications of Mechanistic Ecology. Thermal and Behavioral of Desert Ectotherms and their Microenvironment. Oecologia, 13, 1-54.

Rich, P.M., Dubayah, R., Hetrick, W.A., & Saving, C. (1994) Using Viewshed models to calculate intercepted solar radiation: applications in ecology. American Society for Photogrammetry and Remote Sensing Technical Papers, 524-529.

Ripley, B. & Canty, A. (2006) Bootstrap R (S-Plus) Functions (Canty), pp. functions and datasets for bootstrapping from the book “Bootstrap Methods and Their

Applications” by A. C. Davison and D. V. Hinkley (1997, CUP).

Rismiller, P.D. & Heldmaier, G. (1988) How photoperiod influences body temperature selection in Lacerta viridis Oecologia, 75, 1432-1939.

Salvador, A. (1998) Reptiles Museo Nacional de Ciencias Naturales. CSIC, Madrid.

Schlatter & Baker (1991) Algorithms, Comparisons and Source References by Schlatter and Baker.

Shine, R. & Kearney, M. (2001) Field studies of reptile thermoregulation: how well do physical models predict operative temperatures? Functional Ecology, 5, 282–288.

Smith, J. & Middleton, M. (2006) Sensitivity Analysis Using SensIt.

Speakman, J.R. & Ward, S. (1998) Infrared thermography: principles and applications. Zoology, 101, 224-232.

Tanaka, K. & Hashimoto, S. (2006) Plant canopy effects on soil thermal and hydrological properties and soil respiration. Ecological Modelling, 196, 32-44.

Tattersall, G.J., Cadena, V., & Skinner, M.C. (2006) Respiratory cooling and thermoregulatory coupling in reptiles. Respiratory Physiology & Neurobiology, In Press, Corrected Proof, 302-318.

Tattersall, G.J., Eterovick, P.C., & de Andrade, D.V. Tribute to R. G. Boutilier: Skin colour and body temperature changes in basking Bokermannohyla alvarengai (Bokermann 1956). The Journal of Experimental Biology, 209, 1185-1196.

Tattersall, G.J., Milsom, W.K., Abe, A.S., Brito, S.P., & Andrade, D.V. (2004) The thermogenesis of digestion in rattlesnakes. The Journal of Experimental Biology, 207, 579-585.

Teng Peng, S. & Jan-Peter, M. (2006) Balloon based geo-referenced digital technique, a low cost high-resolution option for developing countries. In Shaping the Change. XXIII FIG Congress, Munich, Germany.

Turner, J.S. & Tracy, C.R. (1985) Body size and the control of heat exchange in alligators. Journal of Thermal Biology, 10, 9-11.

Van Damme, R., Bauwens, D., & Verheyen, R.F. (1991) The Thermal Dependence of Feeding Behaviour, Food Consumption and Gut-Passage Time in the Lizard Lacerta vivipara Jacquin Functional Ecology, 5, 507-517.

Verbyla, D.L. & Litvaitis, J.A. (1989) Resampling methods for evaluating classification accuracy of wildlife habitat models. Environmental Management,, 13, 783 - 787.

W. P. Porter, J. W. Mitchell, W. A. Beckman, & C. B. DeWitt (1973) Behavioral Implications of Mechanistic Ecology. Thermal and Behavioral modelling of Desert Ectotherms. Oecologia, 13, 1-54.

Warwick, C. (1991) Observations on disease-associated preferred body temperatures in reptiles. Applied Animal Behaviour Science, 28, 375-380.

Weathers, W.W. (1970) Physiological Thermoregulation in the Lizard Dipsosaurus dorsalis Copeia, 3, 549-557.

Wikipedia.org (2006).


 
Appendices

Appendix 1: Environmental Variables
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Figure 25 Histograms of environmental variables and lizard skin temperature.
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Figure 26 PAR, relative humidity and air temperature profiles between the 2/10/06 and 4/10/06 at the study site.
Appendix 2: Surface Temperature Model
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Figure 27 Residual distriburions for the surface temperature model.

	Ts = -2.332391e+03 + (8.919767 * Ta) + (3.721222e-02 * RAD 2.5H) + (2.908934e+01 * RH) + (-1.258434e-04 * Ta * RAD 2.5H) + (-9.867173e-02 * Ta * RH) + (-4.092176e-04 * RAD 2.5H * RH) + (1.384582e-06 * Ta * RAD 2.5H * RH)


Equation 15 Surface temperature GLM equation.
Appendix 3: Lizard Temperature Generalised Linear Model

	TP = (-6081.244) + (17.9894 * Ta) + (0.008114575 * RAD 30min) + (24.13683 * Ts) - (0.00002529498 * Ta * RAD 30min) - (0.06953547 * Ta * Ts) - (0.00002995207  * RAD 30min * Ts) + (0.00000009410742 *  Ta * RAD 30min * Ts)


Equation 16 Lizard temperature GLM, morning period
	TP = - (58755.64) + (200.6055  *  Ta) + (0.1193745  *  RAD 30min) + (194.4704  *  Ts) - (0.0004082478  *  Ta  *  RAD 30min) - (0.66061  *  Ta  *  Ts) - (0.0003894303  *  RAD 30min  *  Ts) + (0.000001332071  *  Ta  *  RAD 30min  *  Ts)


Equation 17 Lizard temperature GLM, afternoon period
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Figure 28 Residual distributions for the lizard temperature GLM morning period (left) and afternoon period (right)
Appendix 4: Error distribution of biophysical model of Lizard temperature and GLM of Lizard Temperature.
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Figure 29 Histogram of residuals of biophysical model and GLM of lizard temperature
Appendix 5: Results of Statistical Analysis For Afternoon Third of October
Table 20 Wilcoxon Rank Sum Test between the different model modifications for the afternoon of 3/10/06
	Wilcoxon Rank Sum Test
	W
	P value

	Original / decreased area
	178116.5
	4.086e-14

	Original /increased surf prop
	217025.5
	< 2.2e-16

	Original model/ comb decreased area increased surf proportion
	234270.5
	< 2.2e-16

	Original / increased HL
	231174.5
	< 2.2e-16

	Original / combination
	277001.5
	< 2.2e-16


Table 21 Residual distribution and Wilcoxon Rank Sum Test when applying the changes for afternoon of the third of October to the rest of the dataset
	
	Original
	Reduced limbs
	Increased area to air
	Reduced HL
	combination

	Min.
	-5.4503
	-4.9065
	-13.873
	-13.630
	-25.1680

	1st Qu
	-0.3239
	-0.2540
	-6.754
	-5.846
	-12.7132

	Median
	0.2856
	0.3674
	-3.616
	-3.595
	8.5329

	Mean
	0.3650
	0.4720
	-4.246
	-3.873
	-9.0244

	3rd Qu
	1.1071
	1.3576
	-1.623
	-1.207
	-4.5591

	Max.
	6.7050
	6.5943
	1.702
	1.384
	0.6816

	W
	
	7860141
	15001602
	14983669
	15875456

	P value
	
	4.96e-05
	< 2.2e-16
	< 2.2e-16
	< 2.2e-16


Table 22  Model statistics when applying the changes for the afternoon of 3/10/06 to the rest of the dataset
	
	original
	Reduced Limbs
	Area to air
	Reduced HL
	Combination

	mean Error
	0.350
	0.4587
	-4.2449
	-3.8721
	-9.0222

	St.Error
	1.5824
	1.5863
	2.9746
	2.8317
	5.6300

	Desv.Estand
	6.7363
	6.7137
	7.9098
	7.7228
	9.8296

	Variance
	45.3780
	45.0739
	62.5643
	59.6416
	96.6212

	R2
	0.9475
	0.9465
	0.8790
	0.8835
	0.7108


Appendix 6: Results of Statistical Analysis For Afternoon fourth of October

	Table 23 Residual quartiles and Wilcoxon Test when applying the changes for afternoon of the 4th of October to the rest of the dataset
Original

Reduced HL
Min.
-5.4755

-13.6296

1st Qu

-0.2707

-5.5337

Median

0.3783

-3.3689

Mean

0.7803

-3.2948

3rd Qu

1.4185

-0.4248

Max.
8.3214

5.2662

Wilcox Test

W=16438048

P < 2.2e-16


	original

Reduced HL
mean Error

0.7801

-3.2941
St.Error

2.1435
3.4241

Desv.Estand

6.5319

7.4218
Variance

42.6659
55.0824

R2

0.8965
0.81711

Table 24 Model statistics when applying the changes for the afternoon of 4/10/06 when applied to the rest of the dataset.



Appendix 7: Results of Statistical Analysis For Afternoon Second of October
Table 25 Residual distribution and Wilcoxon Rank Sum Test when applying the changes for afternoon of the second of October to the rest of the dataset
	
	Original
	High conductance
	Skin 0.1mm
	combination

	Min.
	-5.4755
	5.4732
	-5.4503
	-5.4280

	1st Qu
	-0.2844
	-0.2831
	-0.2694
	-0.2603

	Median
	0.3773
	0.3790
	0.3911
	0.3977

	Mean
	0.8488
	0.8502
	0.8644
	0.8781

	3rd Qu
	1.6659
	1.6681
	1.6822
	1.6996

	Max.
	8.3214
	8.3211
	8.3183
	8.3156

	W
	
	9572424
	9523302
	9475223

	P value
	
	0.9552
	0.6372
	0.3798


	
	Original
	Increased Conductance
	Skin 0.1mm
	Combination

	mean Error
	0.8486
	0.8500
	0.8642
	0.8779

	St.Error
	2.1844
	2.1840
	2.1794
	2.1750

	Desv.Estand
	6.518
	6.5175
	6.5156
	6.5138

	Variance
	42.4809
	42.4784
	42.4532
	42.4290

	R2
	0.8924
	0.8924
	0.8927
	0.8930


Table 26 Model statistics when applying the changes for the afternoon of 2/10/06 to the rest of the dataset

Appendix 8: List of Variables, Symbols and Units Used in Biophysical Model Formulas 
Table 27 Variables, symbols and units used in biophysical model formulas

	Symbol
	Description
	Units
	Origin

	Input: Independent variables

	Qsolar
	Solar radiation
	Cal/min*m2
	Estimated

	Ts
	Soil surface temperature
	K
	Measured

	TL
	Lizard temperature
	K
	Measured 

	Ta
	Air temperature (Kelvin)
	K
	Measured

	Tc
	Air temperature (C)
	C
	Measured

	Intermediate: Dependent variables

	Qe
	general heat flow to the lizard
	Cal/min
	Modelled

	Ql,solar
	direct and scattered solar radiation heat flow
	Cal/min
	Modelled

	QL,IR
	infrared radiation (radiative heat) heat flow
	Cal/min
	Modelled

	QL,conv
	convective heat flow
	Cal/min
	Modelled

	QL,cond
	conductive heat flow
	Cal/min
	Modelled

	Re
	Environmental resistance
	Cal/min
	Modelled

	ea
	Vapour pressure
	mb
	Estimated

	εa
	Atmospheric emissivity
	-
	Estimated

	Tsky
	Sky temperature
	K
	Estimated

	TP-1
	Lizard temperature at time -1
	K
	Modelled

	Final output: Dependent variable

	TP
	Predicted lizard temperature
	K
	Modelled

	Parameters

	Symbol
	Description
	Value/Units
	Origin

	Al
	Lizard surface area
	0.0128m2
	Estimated

	Ap,d
	Projected lizard area for direct and scattered solar radiation
	0.00766m2
	Estimated

	Ap,r
	Projected lizard area for reflected solar radiation
	0.0051m2
	Estimated

	ALg
	Projected area of the lizard to the ground
	0.0051m2
	Estimated

	Asky
	Lizard surface area facing the air environment
	0.00766m2
	Estimated

	As
	Lizard surface area facing the ground environment
	0.0051m2
	Estimated

	Fl-s
	Shape factor for radiation between lizard and ground
	0.4
	Estimated

	FL-sky
	Shape factor for radiation between lizard and sky
	0.6
	Estimated
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	Solar absortivity of soil surface
	0.289
	Estimated
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	Fraction of the energy absorbed by the lizard
	0.8579
	Estimated

	hL
	Lizard convection heat transfer coefficient
	0.01225
	Literature

	Ksk
	Thermal conductivity of the skin
	0.3
	Literature

	δ
	Skin thickness
	mm
	Literature
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	Stephan Boltzman constant
	2.37*10-17 Cal·V·m-2·K-4
	Literature

	C
	Lizard body capacitance
	47.1317418Cal/C
	Estimated

	SVL
	Snout vent length
	13Cm
	Estimated

	-
	Body weight
	52.369g
	Estimated


Appendix 9: Variables Measured in the Field and Variables Estimated from PAR
Table 28 Variables measured in the field
	Variable
	Symbol
	Units
	Instrument
	Accuracy

	Air temperature
	Ta
	K
	HOBO® Temperature/RH Smart Sensor
	±0.7K

	Photosintetically active radiation
	PAR
	Ue
	HOBO® Photosynthetic Light  Smart Sensor
	±5%

	Relative humidity
	RH
	%
	HOBO® Temperature/RH Smart Sensor
	±3%

	Wind speed
	
	m/s
	HOBO® Wind Speed/Direction Smart Sensor
	±0.5 m/s

	Lizard temperature
	TP
	K
	Irisis thermal imager
	±0.5K

	Surface temperature
	Ts
	K
	Irisis thermal imager
	±0.5K

	Relief
	-
	Cm
	Level instrument
	±1cm

	Transmittance
	-
	-
	LAI-2000
	-


Table 29 Variables estimated from PAR

	Variable
	Symbol
	Units
	Derived From
	Accuracy

	Solar radiation
	RAD
	watt/m2
	PAR
	Max ±5%

	Solar radiation 
	Qsolar
	Cal/min*m2
	RAD
	Max ±5%

	Radiation 30 min
	RAD 30min
	J/m2
	RAD
	Max ±5%

	Radiation 2.5 hours
	RAD 2.5H
	J/m2
	RAD
	Max ±5%


Appendix 10: Stephan Boltzman Equation Used to Derive Sky Temperature
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Equation 18 Stephan Boltzman law equation

j=Irradiance

ε=Emissivity

σ=Stephan Boltzman constant

T=Temperature (Kelvin)
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